US 20200112681A1
a9y United States

a2y Patent Application Publication (o) Pub. No.: US 2020/0112681 A1l
Ota et al. 43) Pub. Date: Apr. 9, 2020

(54) IMAGE STABILIZING APPARATUS, IMAGE Publication Classification
PROCESSING APPARATUS, AND

(51) Imt.CL
DETECTION METHOD HO4N 5/232 (2006.01)
(71)  Applicant: CANON KABUSHIKI KAISHA, (32) US. CL.
Tokyo (JP) CPC ... HO4N 5/23287 (2013.01); HO4N 5/23254
(2013.01); HO4N 5/23258 (2013.01)
(72) Inventors: Hiroki Ota, Tokyo (JP); Nobuhiko (57) ABSTRACT
Tanaka, Tokyo (JP); Hajime Inoue, . e .
Kawasaki-shi (JP) An image stabilizing apparatus comprises: a shake detector

that detects shake; an image stabilizer that corrects the shake
by moving a position on the basis of the shake detected by
(21) Appl. No.: 16/590,722 the shake detector; a position detector that detects and
outputs the position of the image stabilizer; a determinator
that determines an extraction timing at which to extract the

(22) Filed: Oct. 2, 2019 position of the image stabilizer on the basis of a timing at
which an image sensor which shoots an image is exposed;
(30) Foreign Application Priority Data and an extractor that extracts the position of the image
stabilizer, from the output of the position detector, at the
Oct. 3, 2018  (JP) oo 2018-188608 extraction timing determined by the determinator.
120 123 124 =189
y SHUTTER CAMERA
100 101 | SHUTTERDRVER j~—— coffRoLUNT | | CONTROLUNT
! } 1
____________________________ T SHUTTERACTUATOR 122 451 161
: IMAGE SIGNAL SUBJECT
P 104 ; PROCESSING =1 POSITION
: 121 UNIT DETECTION UNIT
SUEE FES A 63- ————— ST S— 150 H—- 152 T 62
W ; IMAGE | EXPOSURE
L/ s Fosion ACTUATOR : SENSOR T Tiil!lT\%G MOTION VECTOR
! ’ NI
SENSOR : : 434 | CONTROL UNIT DETECTION UNIT
107 | ACTU- 1 POSITION 138 163
113 135 ATOR SENSOR s 174
{ H CAMERA SUBJECT {1 DISPLAY
: INTERCHANGE CAMERA STABILIZATION || MOVEMENT UNIT
LENSFOCAL | LENS IMAGE ABLELENS i 133~ STABIIZATION DRIVER [™ 1 ™ conTroL | _AMOUNT
LENGTH  HSTABILIZATION SHAKE o || DETECTION 172
DETECTION UNIT BCONTROL UN[T! DETECTION CAMERA SHAKE ‘ UNIT STORAGE
7 7 UNIT 1341 5erE CT?@!\;‘ ﬁf\iﬁ" - MEDIUM
109 112 408 142 173
1 s H CANERA COMUNICATION OPERATING
— COMMUNICATION L UNIT
LS CONTROL | conTROL UNIT 114U 11




US 2020/0112681 A1l

Apr.9,2020 Sheet 1 of 28

Patent Application Publication

LN
RN S Al LINA TOULNGD
1A LNAIOHINGD 7 _INOILYonnGo | 1OBNCI SN
ONYEd0 | INCLYDINARINGD YaamY) NI Ly
[ 2yl B0~ - 8oL
TN e I = o U i i
IOVNOLS LIND N NCILD3130 NG TOMINGON LINN NOLLOEL3a
Sy |Nousamafl LN : TIYHS eNOLYZIIEYIS]  HLONET
INGOWY I IOUINCS 1 uanma NOLLYZIIawS |ggy || SNET g SOVIESNTT I o0 SN
NN 1 iNawanom vis YHINYD IONTHOUALN L k
A 1dSHd JREIa REEH L I ] : :
i~ CEL ey
— I osnas || wory e T
€9l 5oL NOLLISOd 1 NioY Lo
LNNToMINGD | bEVT !
1IN NOILD3L3 ! HOSNIS
HO193A NOLLOW ONIALL =t 1 vosngs | HOLVALYL | woilisod
UNS0dXT B |
Z81~ 1 Z51~ mem | 08 | HOH e b1
LN NOILO3L3a NG Lz~ ! ) \/ 1/
NOILISOd  le—d ONISSIOOUd  lw | $01
L03rENs TYNSIS 3OV !
9L~ Vb zzi~  WOLYNLOY ¥3LINHS e
s ! {
LINNIONINGS LINNTOMLNGD n LOL 0ot
o iR w MIARO HILLOHS
08t~ e gL 0z




Patent Application Publication  Apr. 9, 2020 Sheet 2

(POWER ON)

of 28 US 2020/0112681 A1l

INITIALIZATION PROCESS

8201

Y

START DRIVING IMAGE SENSOR

~-5202

)

do_ 8203

EMAGE STABILI ZATE@N

v FUNCTION SET TO

IMAGE STABILIZATION PROCESS

o)
o}

A 5205
[AS
RECORDING

TRIGGER
TOEND

YES SHOOTING?

ALREADY BEEN =

S

NO

TVES

TRIGGER
TO START
SHOOTING? | q
o RECORDING
PROCESS
8211
| ;i o
SAVE INTO
START 8210 i STOPR
RECORDING R%ﬁgw RECORDING
¥ ¥
¥
DETECT SUBJECT POSITION 5212
i
DETECT SUBJECT MOVEMENT  F-S$213
AAAAAAAA Szi 4

R OFF7

~-8218

END PROCESS




US 2020/0112681 A1l

Apr. 9,2020 Sheet 3 of 28

Patent Application Publication

&

JINONOLLDH140

DAVHS VYO

w271

d=9Ald
o NOWYZUEYIS

YedvO

a1

¥

HOSNAS
NOLLISOd

et ACLYALIY

44

¢
L

HOSNAS

- ERb

TN
ONILYHINTD 3NTYA |
130YL T0HINOD
2z |
GEL— LINM T0HLINOD
NOYAGETS
LIND NOILISOd «
NOILOFL3 LLZ
LNNOWY VA LINM IOMINGD
LNINEAON } NOILYZITIEYLS YEINYD
LOEMENS LINAONUOYHIXE e
- NDILISOd
NOILYZIIEY L5 -
L LNnNoOZIAa | Lo
HOLO3A NOLLORN
4 LINM ONIAZLLON
. SININTL
LINMNOILOEL3T | =
NOILISOd 1harans  |hek | HOC
. LNNTIOYINOD o0
ONINIL FHNSOdXE
LINA ONISSE00Md |,
TYNDIS 3OV

-~ 081




z
M 4 Govvy BOYY

m m m m { s
S MORIOE L R

&
s
|| e .
2 . NOLLOWHDE
7 { NOILISOd
=3
m A #f Y /ifl us.s -
ol | : m
2. !
< oZov qzoy eZ0V! AN
I T i T S
“ 387Nd
m ey Ziy Lip
u o 38Ind TYNDIS
m {13534 NOILYZINOMHONAS
A m ; 7
EnT €l o

Patent Application Publication
o




US 2020/0112681 A1l

Apr. 9,2020 Sheet S of 28

Patent Application Publication

&

LINONOLLOE LS

AYHS YHANYD

¥

ARG
o NOILYZINEYLS

1IN
ONLLYHANTD SNIYA 1=
139uYL TONINGD
zie |
GE L~ LINN TOMINGD
MOVECEE
LN NOLLISOd -
NOLLOZ1E0 ¥ 2l
ANMOWY 02 LIND TOMINGD
_,zmzmég ! NOILYZIIEY LS YWY D
133rdns LIND ONILOYMLYXE e
- NOILLISOd
NOLLYZITEYLS “
.| Nnnowoaiza ] oo
HOLOIA NOLLOW
3 §LINM ONIAZLLON
* ONIILL
LINFTNOUOEEg | o
NOILSOd Loarans [ kek | HOT
. LNATOHINGD | .o,
SNINILL FHNS0dXE
LINA ONISSI00Nd |,
TYNDIS IOV

YYD

-EE L

&

HOSNAS

-
et

HOENES

¥

SOV

~ 081




US 2020/0112681 A1l

Apr. 9,2020 Sheet 6 of 28

Patent Application Publication

gét

44

béd

DNINLL

NOILOYMLXT
{  NOILSOd

€09
&Qmﬁ

Q0
7T FHNS0dY3
. AV geqng WYNDIS mmm
T3S NOLLYZINGHHONAS
— {
0L LOY
'd




US 2020/0112681 A1l

Apr. 9,2020 Sheet 7 of 28

Patent Application Publication

T4 B 7

SONILL
NOLLOY LS

{  NOILSOd
£0.

; @ w » 4, S w THNS0dXE
35 10d TYNOIS

LA8EE No1LYZINOHHONAS

- {

LRI LOY




US 2020/0112681 A1l

Apr. 9,2020 Sheet 8 of 28

Patent Application Publication

LINA
NOLLOHLAd
INNOWY
LNANEAON
Lo4rdans

AINANOLLDZ130

IAYHS YYD

Pl

HAAR(
e NOULYZINEYLS

&

YNy O

&8 L

¥

HOSNAS
NOILISCd

1 HOLVRLOY | ey

P
bl

AOGNLS

- A0V

w@Mm%mmmmmqmmﬁqo LINMY
ONLLYHANTD 3NTVA |
A 135%VL TOHINOD
R ————
LINN ONLLOYM XS 3
NOILISOd LINN TOHLNGD
NOILLYZIEY LS MOV
N4 NOILISOd -
N o
LINN ONISS00%d bie
NOILYLAdNGD =
NOILISOd -
NOILYZI VLS
{
LNANOILOALEA | .o St
HOLD3A NOILOW
¥ L LINA ONIALLON
" oNIniL
LUNANOLO3LEa | -
NOILisOd [oarans [ e | MO
, UNATOMINGD | e
ONINLL THNSOdX3
LINA ONISSIO0Nd |
TUNDIS 3OV [

051




¥4

DN MY
¥ 1Y NOLLYRHOANE NOLLISOd

LA

US 2020/0112681 A1l

VLY NOLLYINHOAN]
NOILISOd
&
5
(=)}
S 11
i
- €08
S
9., 809 &mmﬁ
: | u
-
(0N
% TINSOdHS :
35 10d TYNDIS 509

L3838 ol YZINOHHONAS

(
Loy

Patent Application Publication



US 2020/0112681 A1l

Apr. 9, 2020 Sheet 10 of 28

Patent Application Publication

TG
_ NN NOILELE0
ONILYHANTD 3TVA fe - Pl
1394V TOHINOD SAYHS YWY
zve—
! HIANMG
gop i LINA TORINGD - NOILYZITEYIS L-ggl
LINA MOYECIad YHINYD
NOILDELIC \zo;mwom ) ;
LNNOWY Lz
LINM TOMLINGD HOSNAS
ANNSAOR NOLLYZITIEY.S YHINYD A NOILISOd [{¥OLVNLOY
103rANS e o
LINN Zel
) ONILOYHELXT |
N NOILISOd |
NOLLYZIIEY.LS
) LINA NOILOZE30 N
HOLOIA NOLLOW v0z
. I —zsl LINA ONIAZILON
. SNIWL - m%%%m 051
NOLLIB04 103Tas 1oz~
o % . Lol SNINLL FHNS0EXE
Lo| LNNONISSIOONd |,
TWNSIS IOV
{
0, 914 oie




US 2020/0112681 A1l

Apr.9,2020 Sheet 11 of 28

Patent Application Publication

29}
BEE !
G811~ TR
gge~ . N0 AINA ONLLYHENTS LINA NOILO3LAC
SNINZOTY ONILLIHSNYAL INOHT 2 0sy) b DHYHS VEINYD
13¥ovd 13H0Vd ONLLOYELXE | ™ 16uiies S
NOLLYINTIATOD NOLLYOINTIAIOD NOILISOd | v
T NOILYZITIgY1S iz A
A NOLLISOd | LINA TONINOD h
: NOILISOd HOVEqAA LET
LNOWLYZINEYLS NN | INoiLvzIavis | NOWSOd | L :
LNA NOLLISOd ONLYSENED| | ) et [TL] wosnas Lwoty
NoLoaEa | 193rans Q¥01AYd T Inouingy | | NORSOd LoV
INnOWY [ ] LNA 7 NOILYZITIEY.LS VeI )
INFINEAOW T ONI- 9zt ORI — ZeL
DEPENS -
b I ETLETER] Revon UND  ean ONIAZILON
AT 1 ONILYHINTD
L1 HOLOFA SNIALL
NOLLOW 12AE03Y R o
{ zemwwma voe HOSN=S
% TRl T TadiE | 528 NOLLISOH LNATIOUINOD L—zg | 3ownl
LIND 155rans | DML BHNS0dXE
) ONILYHINTD 4
-V ol | e LN ONISS300Yd [1VS ¥
LNA e S . vyl TNals 39V
T0HLNOD 3 {
YHINYO 1IN ONILLINSNYX1 LINN SNIAIZOZY TYNDIS LN TOMINGD ogt
| IYN9IS TOMINOD TOYINOD ONRINLAYD 1 shinidvs IOVl
ONIINLAYD IOV FOVIN
0gL~ gre Zie~ Lbe
{ {
Z0% 108 LL




US 2020/0112681 A1l

Apr.9,2020 Sheet 12 of 28

Patent Application Publication

4’ Slliat
503 a ~_ TGN shpy | U3 1 g
igieal BAIBSEY gieg SU sl Stieid | stliBld
yLzi—~ NOIDZY AN HY3Y L2903 | oo 11101 X 101010)
N (995 [ snesed [11o] 7 [00]0
A TEREEY T T W TaT0T0
Ana T eREesY 10T W TI0
553 T shesey [0 0] T 111010
NODIMELEE :
Lzl NOIDTY T3XId BALLOY NIOHT
5AE T EREssY T T8 2N 11070
Ang | BABEsY 10101 TN 111010
SN NI NG
D03 Emesey 1o [ TN 10.010
S [ ooa shEsey [ L N 10100
A {03 [ nssey 115 eN 161010
21801 DOPDSTL :
eLzL—t NOIOTH ANNAC CHMNO S e POPPORRE |/ (D03 [ 508589 [110] ¢ (01010
— sizy 1 5og T eREsey 110 T Tolol
74 T N SO ROAER Wil LA L 11
8h00 i 28p00
ou | 19100 eleq] pEoiiEy IBpESH o




US 2020/0112681 A1l

Apr. 9, 2020 Sheet 13 of 28

Patent Application Publication

NOILYINSMOANI M30YEH 40 003 | 168l 573 JopEeH
NOIDTd NOISNALXT SALYOIONI | 1ag ohI953Y MIHLO
WSINYHOII NOLLYZIISYLS IOV 40 NOLLYINHOANI NOILISOd STLVOIONI | HupZ | NOLLYWHOANI NOILISOd
NOLLVOIJIINAQ! VIV STLYOIONT | 102 al eieg NOILYWHOAN! V1Y
HAEWAN INITGI003EWE SALYOIONT ] gy SUF] POpPaYUIT
YAENAN SN SILYOIONT | wegs JRGUINN SU zo;mwmowzm
SALOYNY SALLOY S| AN M3HLIEHM STLYOIONT | 1ay BAIOY BLlT
(3N ANINNG Sy TYLLING LY ) SIN0D3E) JNVeld 0 VLY ONLYNIWYAL SILYDION | gy pu3 BUIEl NOLLYWHO AN
FYH- S0 Y1YO ONIYST STLVOIONT | Yol Jels auseld ANVl
INAINOD SHBH0 | oy jvnidissyis | NOILYOIAISSYTD
HIBNON
anIBSeY NOILYINMOANI NOILISOd k
]
LOSL aur
~— PODPAGUIT
;ljfi{ff
m%%% 18100 Bleq] pECiiBy JopESH wﬁ%




US 2020/0112681 A1l

Apr.9,2020 Sheet 14 of 28

Patent Application Publication

*

1 VLY AANNG HYSY 03 8AIBSaY Lol Z+W lolojols
31 4 YLYD ANRNG Y3 193 BAIBSEY ] L+ 1010101S
31 o VYA 13X INITHLW 003 R W ols
\ NOILYWHOHN] /
NOILLISOd 3N HLN
oL
£0S1 :
q SIESSE NI HLE+A
314] | VLVC T9XId 3N HLLHN 003] '\ 10 LN LHiolols
! }
4] Y1vE 13XId 3N HIN a03 ) 0 N olols
31 41 vLYO AWNNG OXYMMO4 | viva a30a38nd 1003 snessy | ] N lololols
!
31 4] VIvOANNNG OXYMNOS | viva a30a3ana 1003 shasey | | N lololols
i
NOLLYWHOANI o
NOILISOd ANITHIN - ¢
3] 4 Y LYE AWIRNG QHYAMNO S 5903 811858 | z olols
31 4 VLY AWNNG QYN0 903 ahIasay ] ] MNE

SN T
AALDY




US 2020/0112681 A1l

Apr. 9, 2020 Sheet 15 of 28

Patent Application Publication

s

1P ¥L1vQ ARINNG Hv3d 203 aniesaY L jo] e+ jojojols
3|4 Y1YQ ANINNG HY3Y 203 SAIESOY L 1ol 1+ Joj1iols
314 YLYC I 3N HLI 003] enesay olol W |ijools
ONHIAIA 3N HIN- e
FONTHAT AN HLLAN~ “
3|4 Y.1¥Q TEXid INITHLL+N 003] snesey | olo] N Jilo0ls
3|4 YLYC TN 3N HIN 003| eniesay zovk  10J0] N Jil000]8
E1IEIR Loy RENNEEIE RRE snesey | DL Ll LN olools
] 1) H
3141/ YLiYQ AWNNG QuyMYO04 |/ V1v0 G0038N3[ 003 snesed | L1 N fojolols
F 4 3 .
ANHNG Qevaod oM PO NOLISOS FONZHFANT INMTHIN
EIE V1Y ANNNG QHVAYO 003 BAIB58Y 1ol z lolojols
314 YLY0 ANANG QYN0 003 BMIB58Y L jo] 1 lojoils

AN 1EXd
SALDY




= .
m ;
= 314 Y.LYQ AINNG Y3 303 MBSO} L 10} Z+ {0]0§0S
(=]
S 314 Y1vQ ANRNG Svad 503 ahI2saY Lol 1+ Jolilols
(=]
o
2 3141 Y1vO AWANG N SRE 8MI9S8Y ol W Llolols] )
- 314 Y.LV 12Xd INIT ML \ or BAIe8EY gi0f W L0008
< {
- NOLLYIWMOLNI NOLLISOd 3NIT HLL+N NOLYSONI NOLLISO N HIR :
- _ P INIT 13X
5 3141 Y.LYQ ANINNG 003 BAISSSY L 40 N viojoist a8 AT
2 314 YL¥Q 1EXId ANITHLI+N 003 BAIB55Y 010 1+N {10108
3 NOLLYINSOANI NOILISOd 3NITHIN SOV i,
< 3141 VYO ANANG yopL i BRE BAI953Y Tiiol N liiolos
m 314 YLVQ 1EXId 3NITHLN 993 AIBSEY ojol N__ltjojolsi
9141 YLV ARRNG QYOS | viVa (3003831003 aMIBsaY LI N lololols

3140 YIVOANANG QeviddOLd | vivD 4300280 on3 shjasay LIkl 2N 0i0i0s

314 VLY ARRNG JHYMEO 305 BAIDSY Lol 2 {0I0I0IS
Y.iYa ARRNG evAHO 303 BAJaSSy L0 1 10101088

Patent Application Publication
L4
i



US 2020/0112681 A1l

Apr. 9,2020 Sheet 17 of 28

Patent Application Publication

914 YLYG ANINNG MYEd Jo4 SAIBSBM ¢+ 10101018
304 YLYG ANINNG yYEd 303 BAISSSM LI 1011101 S
304 YL1¥Q 13XId INMTHLA 203 SAIaBIY W 0101S
EIE YLYQ T30 INTTHLEN J03 SAI9SSY VAN 11101018
314 YAVO TaXid SN HLN 3095 SAISEY N R
3141, gavlL J3003a03 003 BAIS8IY LN 01018
E1E M vLYQd ARRNNG mmgﬁmcw,\, Yiv( G30038R31003 SAIBSEY \\ 2N 01018
ARANG QdYAMEC zwmmm.w«mﬁmwo%@w 4 GoPL :

314 Y.LYQ ARANNG GeYAHOd oler 3AI3S8Y Z 0i01s
g4 VAV AWNNG Qa0 304 CTIELEN , 0iis

AN X
SALLDY



US 2020/0112681 A1l

Apr. 9, 2020 Sheet 18 of 28

Patent Application Publication

LINATOHINGD Eki
. LNNNOUOELEC | pey NOLLYZITIEVLS %
THAYHS YHINYD IVIN] SN LINA NOILDF130
LINN LINR T0SLNOD A IHVHS SN
NOILLO3L30 NOLLYOINDINAOY ey ot T1GYIONYHONZLNI
_ INNOWY Zrl SNT1 || _ONUVHINZD
INTRIAOW N . ANVALINYL 4] g1g
104M8NS LN LINN TONINOD o8RO
e9tL. INEELXS ™ wouwvainninoo |~ 11T | e !
NOIYZINgvIS [ | | VdEiYD ) 1IN TONLNOD  —
P i H LR ¥
291 yoL 1420 4%" NOLLISOd - HOSNIS MOLY
N L0Z : “I"T1 NOILISOd {Fnioy
| LN NOILOALEC ; [ ] . ;
HOLIFA NOLLOW NG . gvz ZLL leou L0b
h SNIAJLON [ ¥
ONIWLL LINA
s T ONILOVHLXE NOILISOd fe SNET
| HOSNIS NOILYZITIaYLS SN
BTRS TOULNGD ONIIL
%Emﬁ 103rANs by IOV ]
. 12
{ [
5L
Loy~ NN ONISSIOONd | voi
TYNDIS JOVI )
mmw 0ok
W74} ©Sid




244 ONILL
E: E )lm NOLLYOINOIWROD

US 2020/0112681 A1l

i 4]

SNIT
0¥y a0ty 20¥Y
R =

\\\

X 90¥

=

2

: L i N

- 7= NOLLOVHLX3

S chy  NOILISOd

&« . < . < N . 6P~

& / / ! e T4 4 aoNad

m NSOdXS

s 2Z0% qzov ezop N ¢8> !

= e H S b, : T TIIITININIIIIZIIIIIINIIIEIR :

.m f w i

2 ! ! » P Tasnd ! 2 iy

w TN =Y

E m m M ma t NOLLYZINOMHONAS

g ! i {

B 3L ¢9 9 Loy

-

E

£

=W




US 2020/0112681 A1l

Apr. 9, 2020 Sheet 20 of 28

Patent Application Publication

LINN TOUINGO el
. LINA NOILO3L3a NOLLYZINBYLS >
- TWHE YHIAYD b IOV SN LINMNOILD3LEE
LINA Vel LINA TOUINGD IHYHS SNIT
Vo=l NOLYOINNKINGD LIND
: 4 . ot TIEYIONYHOUILNI
INNORY rad) e ONLLYHANTD
~ INFWIAON ) ) mﬁmﬁmmmﬁ 12
cglet oM LNRTOHINGD Lt | L -
= NOLLYDINNWNOD | kL 1
44 veany ] 1IN TOMINGO
{ N ! NONUEED | ¥
| LINNNOILO313] 24204 NOILISOd HOSNIS 1} Moy
HOL03A NOLLOW 107 : T NOWISOd ] nioy
; N Ry )
N LIND - ¢iz (A4 B L0}
"I ONIAJUON 1"
SNIIL L
LIND ANTT
1INA NOILI31D LINN N ONILOVHLXE NOILISOG e
NOLLISOd L8NS 11 10MINOD ONIlIL m%%wmmm NOILYZIHYLS SN
P FHNS0dX3
191 (
] 512 ]
LNNONISSE00Yd | Z51 y01
TYNOIS IOV :
I ot 001
{
0ZL Ll




9/} pi) A3
: 5101

US 2020/0112681 A1l
1-%")."‘
2

ONIALL
NOLLYDINNIAINOD
SNTT
o SNINLL
- ] NOILLOYH LY
(=]
e cog  NOILISOd
o
z
[-?)
2 809 mmmﬁ
&
2 QoM3d
< IUNSOXH u
2 *357nd 4 m
e 357N &0e
- 13534 TYNDIS
S NOLLYZINOHHONAS
> {
= ETR LOY
=W
g
E
: | 4
8
[
=W




US 2020/0112681 A1l

2020 Sheet 22 of 28

9

Apr. 9

Patent Application Publication

og 84
i hul
m m m m m m ONIWLL
_ : NOILYOINARINDD
i SN
ONINIL
7 NOILOVHIx3
es;  Nolsod
TN N N T R
/ oLl
Mwwﬁ ,,,,,,,,,,,,,,, 71 AN Y17y N S——— )
/ / / / aoad
t i i i E t TNSOdX3
=y 357Nd
IECEN TYNDIS
NOILLYZINOHHONAS
S {
L LOY




US 2020/0112681 A1l

Apr. 9, 2020 Sheet 23 of 28

Patent Application Publication

v LUNAIOMINGD tod | led  LNNIOHINGS bbb
1NN TONINGD L~ NOLLYOINNINGD AR NOLLYJINDINNGD Shin
gei~  NOLvZIiavls Zrh| _ vdEnyD N3 LINA NOILJ13G
VI p h
LINA NOILOF130 BAVHS SN
TR - TYHS YR 1438 43" NN F18YHONYHIAHIN]
siz-b] ONIVHINID ONILYHINTD
INTVA IOV £ei ¥Eb  lpiz{Hd 3nTvAl30uvl
TOHINGD TO¥INGD
LA : z@mmwm%m&m
NOLLD3L30 " B .
goi| INnowy | | HNIONINGO AV 1IN TOHINGD
INTRANOW ey ¥ ezl vovegEd | T $
Loarang «to-f MOSNIS || HOLY NOILISOd HOSNZS 1 HOLY
_ ) NOILISOd H N1V NOLLISOd | -nioy
Lz ] ] LINA TOHINGD 7 ;
Vel ZeL NOWLZITIBv1S 901 L0}
T IRAONILOYEIYS - p02 SOV SNFT
NOILISOd - ]
I NN NOLLD3LEC N N 061 TN
HOLOIA NOLLOW wzwmmmz T Tuosnas INILOVHLYE NOILISOd |
. 7 "|| SNIAdL TV %m&wmmmﬁw EL :
LINA NOILOBLEA 1NN iz vol
4 TOMLNGD ONIIL
NOILISOd wamqmam LLNOD Ol
et TR 0ol
LN ONISS3004d L —0ch
TNDIS 3OV Ny g 7




5
118)

US 2020/0112681 A1l

ONIALL
NOILYOINDINNOD SNAT
% ONIALL NOILOYELYE NOILISOd
» [ SNZTNOILYZIIEY.LS 30Vl
S y06
S  ONINLL NOILOYHLX3
2 T NOILISCd HOSNIS JDVNI
[90]
K e e
0). iiiiiiiiiiiiiiiiiiii
2
< \
£ 1 as1nd i m
E avad  380d 509
: EFs3 wNeis
E NOILYZINOUHONAS
g PR [
5 L Loy
E o« ’
«
E Ve | 2
5
[~™



Patent Application Publication

2201
!

FIG

Apr. 9, 2020 Sheet 25 of 28

. 22

US 2020/0112681 A1l

IMAGE
SENSCR

IMAGE CAPTURING CONTROL CIRCUIT

?5"&“"*\

180

_152

IMAGE SIGNAL
PROCESSING UNIT

EXPOSURE
TIMING CONTROL
UNIT

TIMING
NOTIFYING
UNIT

)

181 ¥

SUBJECT POSITION
DETECTION UNIT

162 1

1

201

MOTION VECTOR
DETECTION UNIT

138
{

STABILIZATION
POSITION
EXTRACTING UNIT

{

ACTU-
ATOR

POSITION
SENSOR

CAMERA STABILIZATION

CONTROLUNIT 544

¥

133

POSITION FEEDBACK

204
SUBJECT

¥

MOVEMENT ~

163

CAMERA
STABILIZATION DRIVER §

_—
¥

CONTROL UNIT

242

2211

IMAGE CAPTURING
CONTROL UNIT

CONTROL TARGET
VALUE GENERATING UNIT

AMOUNT
DETECTION

UNIT

&

2206

COMMUNICATION

SHAKE

= AMOUNT

= EXTRACTING
UNIT

{
2205

IMAGE

CAPTURING
CONTROL
INFORMATION

CONTROL UNIT

&

CAMERA SHAKE

AMOUNT

~— 2202

2207

COMMUNICATION
CONTROL UNIT

{

160~

CAMERA |
CONTROLUNIT |®

CAMERA CONTROL CIRCUIT

CAMERA SHAKE
DETECTION UNIT

134




=
e =]
5 LNANOLOAIZA | o)
= IYHS VWY
= &by~
Q vy
5 Ly
= LINATONINGD |

cor VENYD 094
S —LeY
S LINA ONILOYMLXE
g INNOWY IoivHg [ 50ee
7 0]
R N T e N T e omemmene
A :
o 6iv
=
< L4 o ~
- e R R R e NM% FM‘@
£ { 357Nd
3 P I13sI wNols
z | NOILYZINGHHONAS

: {

£ e Lov
S z6)
g v /
E
o]
=W



=
s | ) LINMNOILOFLEE
= IHVHS Yeanyy  [YER
S 6PG— |
Q
N
= LINNIOMINGD |
“ M | “ RE 08t
* | m | L BEG~
2 i i H i X OROGOROROS O 5060
E m ; m m
~ ! 5 ! !
< 3 ' m LN ONLLOVHLXE
2 m i m m INNOWY BivHS  [E08E
# m i | | |
S , } _ | m e
S § ; m 6L¥
=) i I :
3 | m |
< H ; m Cer e en e e e e e e e e o et
| i TYNSIS
m i NOLLYZINOHHONAS
m il {
=T 42 e0LI 01 Lo

Patent Application Publication
nd
=



US 2020/0112681 A1l

Apr. 9, 2020 Sheet 28 of 28

Patent Application Publication




US 2020/0112681 Al

IMAGE STABILIZING APPARATUS, IMAGE
PROCESSING APPARATUS, AND
DETECTION METHOD

BACKGROUND OF THE INVENTION

Field of the Invention

[0001] The present invention relates to an image stabiliz-
ing apparatus, an image processing apparatus, and a detec-
tion method.

Description of the Related Art

[0002] Image -capturing apparatuses, interchangeable
lenses, and the like are known that have functions for
detecting shake in the image capturing apparatus and cor-
recting image blur caused by that shake using a movable
optical lens or a movable image sensor. A function that
corrects image blur using this method (“image stabilization
function” hereinafter) is called “optical image stabilization”.
An angular velocity sensor (a gyrosensor), an accelerometer,
or the like are typically used to detect shake in the image
capturing apparatus, and the optical lens or the image sensor
is driven, on the basis of a detected angular velocity or
acceleration, in a direction that cancels out the image blur.
[0003] Recent years have seen increased framerates in
image capturing apparatuses and advancements in image
processing technologies. It is now possible to analyze dif-
ference between the positions of frame images and detect
movement (a movement amount) of a subject by calculating
a motion vector from the difference. An image stabilization
function that cancels out image blur by changing the cutout
position of each frame in a moving image on the basis of a
movement amount detected in this manner is also known.
This type of image stabilization function is called “elec-
tronic image stabilization”. Electronic image stabilization is
used in compact, lightweight image capturing apparatuses,
mobile phones including image capturing apparatuses, and
the like.

[0004] An image capturing apparatus can realize a variety
of functions, including electronic image stabilization, by
using information of the movement amount of a subject
found from motion vectors. For example, moving body
detection shooting, subject tracking autofocus, and the like
can be realized. In moving body detection shooting, whether
or not a subject is a moving body is detected, and the shutter
speed, sensitivity, and the like are adjusted on the basis
thereof. In subject tracking autofocus, the position of a
subject is estimated from the movement amount of the
subject, and the subject is brought into focus while being
tracked. An automatic framing function, which shoots while
automatically keeping a subject at a set size within the angle
of view, and a panning shooting assist function, which helps
make it easier to use the advanced shooting technique of
panning shooting, can also be realized. Accurately calculat-
ing the movement amount of the subject is essential in order
to effectively and accurately realize these various functions.
[0005] Japanese Patent Laid-Open No. 2015-161730 dis-
closes a method for more accurately finding shake in an
image capturing apparatus, by setting the timing at which
shake is detected in the image capturing apparatus to
between the exposure periods of two frames, in order to
make panning shooting easier. The document proposes a
panning shooting assist function that suppresses image blur
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in a main subject, which is the subject of the panning
shooting, by using the image capturing apparatus shake
detected through the stated method and a motion vector of
the subject in a captured image.

[0006] Japanese Patent Laid-Open No. 2015-161730
focuses only on shake in the image capturing apparatus as
obtained by a gyrosensor or the like. However, if the image
capturing apparatus has an image stabilization function,
accurately finding the amount of correction by an image
stabilization mechanism (a correction position) is essential
in order to find the movement amount of the subject more
accurately, in addition to the motion vector calculated from
the image and the amount of shake in the image capturing
apparatus.

[0007] The relationship between the “motion vector cal-
culated from the image”, the “movement amount of the
subject”, the “amount of shake in the image capturing
apparatus”, and the “amount of correction by the image
stabilization mechanism (the correction position)” will be
described here with reference to FIGS. 25A to 25D. FIGS.
25A to 25D illustrate an example where an image capturing
apparatus 1101 shoots two subjects, i.e., a subject 1103 and
a subject 1104. An optical image stabilization mechanism
1102 is assumed here to have a configuration that corrects
image blur by moving the image sensor. Although this
example assumes that the image stabilization is realized by
the image sensor, a method which uses an optical image
stabilization lens may be employed instead.

[0008] A shot image 1105 illustrated in FIG. 25A is an
image in which the subject 1103 and the subject 1104 have
been shot, and the images of the subjects are a subject image
1106 and a subject image 1107, respectively. A shot image
1110, illustrated in FIG. 25B, shows a state in which, of the
subject 1103 and the subject 1104 in this composition, the
subject 1103 has moved to the right, from a position P1 to
aposition P2. At this time, the subject image 1106 in the shot
image 1105 moves from the position p1 to the position p2 in
the shot image 1110. A motion vector 1113 is therefore found
for the subject image 1106, and a subject movement amount
1109 can be found for the subject 1103 on the basis thereof.

[0009] FIG. 25C illustrates a state where the image cap-
turing apparatus 1101 has shaken to the left from the state
illustrated in FIG. 25B (an image capturing apparatus shake
amount 1121). Assuming the angular velocity of the shake in
the image capturing apparatus 1101 at this time is an angular
velocity 1122, a shot image 1120 is an image in which the
angle of view is shifted to the left compared to the shot
image 1110. Thus in the shot image 1120, the subject image
1106 and the subject image 1107 are shifted relatively to the
right side, regardless of whether or not the subjects them-
selves have moved. As a result, the movement of the subject
image 1106 in the shot image 1120 illustrated in FIG. 25C
is found as a motion vector 1125. In other words, the motion
vector 1125 is produced by the subject movement amount
1109, which is the movement amount of the subject 1103
itself, and the image capturing apparatus shake amount
1121, which is the amount of shake in the image capturing
apparatus 1101. The motion vector 1113 of the subject image
1106 can be found by subtracting a motion vector equivalent
to the image capturing apparatus shake amount 1121 from
the motion vector 1125, and the subject movement amount
1109 of the subject 1103 can be found on the basis of the
motion vector 1113.
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[0010] Furthermore, an image capturing apparatus having
an image stabilization function typically carries out image
stabilization continuously, which affects the images that are
shot. FIG. 25D illustrates a state where the optical image
stabilization mechanism 1102 is carrying out image stabili-
zation operations, with the image stabilization amount at
that time represented by an image stabilization amount 1131.
As a result, a shot image 1130 illustrated in FIG. 25D is an
image shifted in the opposite direction relative to the shot
image 1120 illustrated in FIG. 25C, which cancels out the
image capturing apparatus shake amount 1121. As a result,
the motion vector of the subject 1103 in the shot image 1130,
found from the position in the subject image 1106, is a
motion vector 1135.

[0011] Here, the image stabilization function having com-
pletely canceled the image capturing apparatus shake
amount 1121 with the image stabilization amount 1131 is
equivalent to a state where the image capturing apparatus
1101 is completely stopped. This is the same as the shot
image 1110 illustrated in FIG. 25B and the shot image 1130
illustrated in FIG. 25D. In other words, the motion vector
1135 is produced only by the subject movement amount
1109. However, if the image capturing apparatus shake
amount 1121 is high and thus cannot be completely cor-
rected by the optical image stabilization mechanism 1102,
the image capturing apparatus shake amount 1121 will not
be completely canceled out. Furthermore, the image captur-
ing apparatus shake amount 1121 will not be completely
canceled out when the photographer intentionally pans the
apparatus to track a subject while the optical image stabili-
zation mechanism 1102 functions with a delay. As such, the
motion vector 1135 calculated from the shot image 1130 is
produced by the image capturing apparatus shake amount
1121 and the image stabilization amount 1131, in addition to
the subject movement amount 1109. In this case, the motion
vector 1113 of the subject image 1106 can be found by
subtracting a motion vector equivalent to the image captur-
ing apparatus shake amount 1121 and the image stabilization
amount 1131 from the motion vector 1135, and the subject
movement amount 1109 of the subject 1103 can be found on
the basis of the motion vector 1113.

[0012] Thus as described above, if the image capturing
apparatus has an image stabilization function, accurately
finding the amount of correction by the image stabilization
mechanism (the correction position) is essential in order to
find the movement amount of the subject more accurately, in
addition to the motion vector calculated from the image and
the amount of shake in the image capturing apparatus. An
invention in which the amount of correction by an optical
image stabilization mechanism is extracted in synchroniza-
tion with the exposure timing of each horizontal line of an
image sensor, the horizontal lines where a subject (called
subject horizontal lines” hereinafter), and so on has therefore
also been proposed.

[0013] Meanwhile, there are cases where, in an image
capturing apparatus, the image sensor and an image signal
processing unit which converts pixel data from the sensor
are provided on a semiconductor device or circuit board
different from a semiconductor device or circuit board on
which a processing unit that calculates the motion vector,
movement amount, and the like of a subject are provided. In
this case, image data obtained from exposure, correction
position information extracted in synchronization with the
exposure timing, and the like must be exchanged with the
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processing units located on the different circuit boards. If the
image data and the correction position information are
exchanged using mutually-different communication circuits,
lines for those communication circuit must be provided as
well. This increases the space required for wiring, the
number of connector pins, and the like on the circuit boards,
which makes it difficult to keep the image capturing appa-
ratus small. The image data and the correction position
information must also be synchronized, which means that
the data transfer must also be synchronized between the
different communication units, which complicates the pro-
cessing.

[0014] It is therefore desirable that the image data
obtained from exposure and the correction position infor-
mation extracted in synchronization with the exposure tim-
ing be exchanged between the processing units efficiently
and while conserving space.

[0015] Furthermore, if the image capturing apparatus is an
interchangeable lens-type apparatus and image stabilization
is realized using an image stabilization function from an
image stabilization lens or the like provided on the lens side,
the image stabilization amount 1131 must be transmitted
from the lens side to the main body side through some kind
of method in order to find an accurate subject movement
amount. Thus to find an accurate subject movement amount,
it is essential to find the amount of correction by the image
stabilization mechanism on the lens side (the correction
position) accurately and transmit that from the lens side to
the main body side, in addition to the motion vector calcu-
lated from the image and the amount of shake in the image
capturing apparatus.

[0016] Furthermore, in an image capturing apparatus,
there are cases where the image sensor, a processing unit that
calculates the motion vector, the movement amount, and so
on of a subject, and an image stabilization control unit are
formed on the same circuit board or in the same semicon-
ductor device, with a shake detection unit being formed on
a different circuit board. For example, the shake detection
unit must detect shake in the image capturing apparatus, and
the shake detection unit and the image sensor must therefore
be provided on different circuit boards in a configuration that
carries out image stabilization by driving a movable image
sensor. The detection result from the shake detection unit
must therefore be transmitted among processing units pro-
vided on different circuit boards. If a dedicated communi-
cation circuit is used to exchange the detection results from
the shake detection unit at this time, the dedicated commu-
nication circuit and wiring for that communication circuit
must be provided as well. This increases the space required
for wiring, the number of connector pins, and the like on the
circuit boards, which increases the component costs and
makes it difficult to keep the image capturing apparatus
small.

SUMMARY OF THE INVENTION

[0017] The present invention has been made in consider-
ation of the above situation, and finds an accurate position
of an image stabilization mechanism corresponding to the
exposure of a subject in order to increase the detection
accuracy of a movement amount of the subject.

[0018] According to the present invention, provided is an
image stabilizing apparatus comprising: a shake detector
that detects shake; an image stabilizer that corrects the shake
by moving a position on the basis of the shake detected by
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the shake detector; a position detector that detects and
outputs the position of the image stabilizer; a determinator
that determines an extraction timing at which to extract the
position of the image stabilizer on the basis of a timing at
which an image sensor which shoots an image is exposed;
and an extractor that extracts the position of the image
stabilizer, from the output of the position detector, at the
extraction timing determined by the determinator.

[0019] Further, according to the present invention, pro-
vided is an image processing apparatus comprising: a
motion vector detector that detects a motion vector indicat-
ing movement of a subject on the basis of an image captured
by an image sensor; and an acquisition circuit that acquires
the motion vector detected by the motion vector detector and
information from an image stabilizing apparatus; a moving
amount detector that detects a movement amount of the
subject on the basis of the information acquired by the
acquisition circuit, wherein the image stabilization apparatus
comprising: a shake detector that detects shake; an image
stabilizer that corrects the shake by moving a position on the
basis of the shake detected by the shake detector; a position
detector that detects and outputs the position of the image
stabilizer; a determinator that determines an extraction tim-
ing at which to extract the position of the image stabilizer on
the basis of a timing at which an image sensor which shoots
an image is exposed; and an extractor that extracts the
position of the image stabilizer, from the output of the
position detector, at the extraction timing determined by the
determinator, and wherein the information includes a shake
amount detected by the shake detector and the position of the
image stabilizer extracted by the extractor.

[0020] Furthermore, according to the present invention,
provided is a method of detecting a position of an image
stabilizer, the method comprising: detecting shake; correct-
ing the shake by moving the position of the image stabilizer
on the basis of the detected shake; detecting and outputting
the position of the image stabilizer; determining an extrac-
tion timing at which to extract the position of the image
stabilizer on the basis of a timing at which an image sensor
which shoots an image is exposed; and extracting, from the
detected position of the image stabilizer, the position of the
image stabilizer at the determined extraction timing.
[0021] Furthermore, according to the present invention,
provided is a computer-readable storage medium storing a
program that, in an image stabilizing apparatus including a
shake detector that detects shake, an image stabilizer that
corrects the shake by moving a position on the basis of the
shake detected by the shake detector, and a position detector
that detects and outputs the position of the image stabilizer,
causes a computer to function as: a determinator that deter-
mines an extraction timing at which to extract the position
of the image stabilizer on the basis of a timing at which an
image sensor which shoots an image is exposed; and an
extractor that extracts the position of the image stabilizer,
from the output of the position detector, at the extraction
timing determined by the determinator.

[0022] Further features of the present invention will
become apparent from the following description of exem-
plary embodiments (with reference to the attached draw-

ings).
BRIEF DESCRIPTION OF THE DRAWINGS

[0023] The accompanying drawings, which are incorpo-
rated in and constitute a part of the specification, illustrate
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embodiments of the invention, and together with the
description, serve to explain the principles of the invention.
[0024] FIG. 1is a block diagram illustrating an example of
the overall configuration of an image capturing apparatus
according to embodiments of the present invention.

[0025] FIG. 2 is a flowchart illustrating the flow of shoot-
ing by the image capturing apparatus according to embodi-
ments.

[0026] FIG. 3 is a block diagram illustrating, in detail, a
configuration involved in a subject movement detection
process according to a first embodiment.

[0027] FIGS. 4A and 4B are diagrams illustrating the
timing at which position information of an image stabiliza-
tion mechanism is extracted, according to the first embodi-
ment.

[0028] FIG. 5 is a block diagram illustrating, in detail, a
configuration involved in a subject movement detection
process according to a second embodiment.

[0029] FIG. 6 is a diagram illustrating the timing at which
position information of an image stabilization mechanism is
extracted, according to the second embodiment.

[0030] FIG. 7 is a diagram illustrating the timing at which
position information of the image stabilization mechanism is
extracted, in a case where there are a plurality of subjects,
according to the second embodiment.

[0031] FIG. 8 is a block diagram illustrating, in detail, a
configuration involved in a subject movement detection
process according to a third embodiment.

[0032] FIG. 9 is a diagram illustrating the timing at which
position information of an image stabilization mechanism is
extracted, according to the third embodiment.

[0033] FIG. 10 is a block diagram illustrating another
configuration involved in the subject movement detection
process, according to the third embodiment.

[0034] FIG. 11 is a block diagram illustrating, in detail, a
configuration involved in a subject movement detection
process according to a fourth embodiment.

[0035] FIG. 12 is a diagram illustrating an example of the
configuration of a transmission packet according to the
fourth embodiment.

[0036] FIGS. 13A to 13C are diagrams illustrating the
configuration of the transmission packet according to the
fourth embodiment.

[0037] FIG. 14A is a diagram illustrating an example of
the configuration of a transmission packet according to a
fifth embodiment.

[0038] FIG. 14B is a diagram illustrating an example of
the configuration of a transmission packet according to the
fifth embodiment.

[0039] FIG. 14C is a diagram illustrating an example of
the configuration of a transmission packet according to the
fifth embodiment.

[0040] FIG. 15 is a block diagram illustrating, in detail, a
configuration involved in a subject movement detection
process according to a sixth embodiment.

[0041] FIG. 16 is a diagram illustrating the timing at
which position information of an image stabilization mecha-
nism is extracted, according to the sixth embodiment.
[0042] FIG. 17 is a block diagram illustrating, in detail, a
configuration involved in a subject movement detection
process according to a seventh embodiment.

[0043] FIG. 18 is a diagram illustrating the timing at
which position information of an image stabilization mecha-
nism is extracted, according to the seventh embodiment.
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[0044] FIG. 19 is a diagram illustrating the timing at
which position information of an image stabilization mecha-
nism is extracted, in a case where there are a plurality of
subjects, according to the seventh embodiment.

[0045] FIG. 20 is a block diagram illustrating, in detail, a
configuration involved in a subject movement detection
process according to an eighth embodiment.

[0046] FIG. 21 is a diagram illustrating the timing at
which position information of image stabilization mecha-
nisms is extracted, according to the eighth embodiment.
[0047] FIG. 22 is a block diagram illustrating, in detail, a
configuration involved in a subject movement detection
process according to ninth and tenth embodiments.

[0048] FIG. 23 is a diagram illustrating the timing at
which camera shake amounts from a camera shake detection
unit are extracted, according to the ninth embodiment.
[0049] FIG. 24 is a diagram illustrating the timing at
which camera shake amounts from a camera shake detection
unit are extracted, according to the tenth embodiment.
[0050] FIGS. 25A to 25D are diagrams illustrating a
relationship between a motion vector, an image capturing
apparatus, and a subject.

DESCRIPTION OF THE EMBODIMENTS

[0051] Exemplary embodiments of the present invention
will be described in detail in accordance with the accom-
panying drawings. The embodiments describe an image
stabilizing apparatus, which stabilizes a shot image, as an
example. An image stabilizing apparatus which controls the
driving of a movable member or the like in an image
stabilization optical system can be provided in image cap-
turing apparatuses such as video cameras or digital cameras,
optical devices including observation apparatuses such as
binoculars, telescopes, and field scopes, and the like.
[0052] FIG.1is ablock diagram illustrating an example of
the overall configuration of an image capturing system
according to embodiments of the present invention, and
illustrates the configuration of a camera body 120 (the main
body of an image capturing apparatus), which is a mirrorless
camera having an image stabilization function, and an
interchangeable lens 100.

[0053] The interchangeable lens is an optical device that
can be attached to and removed from the camera body 120,
and may be any of a variety of types of lenses. The
interchangeable lens 100 described here includes an imaging
lens unit 101 constituted by a main optical imaging system
102, a zoom lens group 103 capable of changing the focal
length, and an image stabilization lens group 104 that
corrects image blur. A zoom encoder 105 detects the position
of'the zoom lens group 103 and outputs a detection signal to
a lens focal length detection unit 109 within a lens control
unit 108. The lens focal length detection unit 109 can obtain
the focal length of the imaging lens unit 101 from the
detection signal provided by the zoom encoder 105.
[0054] An image stabilization lens position sensor 106
detects the position of the image stabilization lens group
104, which is driven by an image stabilization lens actuator
107, and outputs a detection signal to a lens image stabili-
zation control unit 112. An interchangeable lens shake
detection unit 113 detects shake in the interchangeable lens
100, and outputs a shake detection signal (a shake amount)
to the lens image stabilization control unit 112. The lens
image stabilization control unit 112 carries out image sta-
bilization operations by driving the image stabilization lens
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group 104 in directions perpendicular to the optical axis
thereof on the basis of the shake detection signal. In other
words, the lens image stabilization control unit 112 finds an
amount of correction for the image stabilization lens group
104 on the basis of the position of the image stabilization
lens group 104 and the shake amount in the interchangeable
lens 100, and uses that amount of correction to control the
image stabilization.

[0055] A mount contact unit 114 is a unit for connection
with the camera body 120, and communicates with the
camera body 120 under the control of a lens communication
control unit 111. The lens control unit 108 also controls the
focus, aperture, and the like (not illustrated here).

[0056] The camera body 120 includes a camera system
control microcomputer 160 (called a “camera control unit”
hereinafter), a shutter 121 used in exposure control, an
image sensor 150 such as a CMOS sensor, and the like. The
shutter 121 is driven by a shutter actuator 122, and the
driving is controlled by a shutter control unit 124 via a
shutter driver 123. A plurality of pixels are arranged in a
matrix in the image sensor 150. Operation timings are set by
an exposure timing control unit 152, and an image is
generated by processing output signals from the image
sensor 150 using an image signal processing unit 151.

[0057] A camera shake detection unit 134 detects shake in
the camera body 120 and outputs a shake detection signal to
a camera stabilization control unit 135. The image sensor
150 is driven in directions perpendicular to the optical axis
by a camera stabilization actuator 132, and the position of
the sensor is output to the camera stabilization control unit
135 by a camera stabilization position sensor 131. The
camera stabilization control unit 135 performs image stabi-
lization control of the camera body 120 by finding an
amount of correction on the basis of the output from the
camera shake detection unit 134 and the position informa-
tion of the image sensor 150, and driving the camera
stabilization actuator 132 on the basis of that amount of
correction using a camera stabilization driver 133.

[0058] A display unit 171 includes a display device, such
as a liquid crystal panel (LCD), that makes displays for a
user to monitor the image he or she intends to shoot with the
camera, displays for the user to confirm images that have
been shot, and the like. A storage medium 172 is a recording
medium, such as a memory card, that records the data of shot
images. An operating unit 173 includes a power switch, a
release switch, a switch for setting various modes, and the
like.

[0059] A mount contact unit 141 is a connection unit
provided for connecting the camera body 120 and the
interchangeable lens 100. The lens communication control
unit 111 and a camera communication control unit 142
communicate at predetermined timings through the mount
contact unit 114 and the mount contact unit 141.

[0060] A subject position detection unit 161 detects vari-
ous types of subjects, such as a main subject and a back-
ground, from an image output from the image signal pro-
cessing unit 151. A motion vector detection unit 162
calculates a motion vector of a subject from differences in
the image data between a plurality of frames. A subject
movement amount detection unit 163 detects movement (a
movement amount) of a subject on the basis of the shake
detection signal from the camera shake detection unit 134,
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the motion vector from the motion vector detection unit 162,
and the position information from the camera stabilization
position sensor 131.

[0061] The camera body 120 also includes various other
control blocks, such as a white balance control unit, but
these have not been illustrated for the sake of simplicity.
Furthermore, during image stabilization, detection and cor-
rection processes are executed for two orthogonal axes, e.g.,
in horizontal and vertical directions. However, these pro-
cesses use the same configurations, and thus the following
descriptions will focus on only a single axis.

[0062] FIG. 2 is a flowchart illustrating the flow of shoot-
ing by the image capturing apparatus configured as
described above, according to the present invention. The
flow of shooting by the image capturing apparatus will be
described next with reference to FIG. 2.

[0063] Once the image capturing apparatus is turned on,
first, an initialization process for making shooting prepara-
tions is carried out (step S201). Having finished the initial-
ization process, the image capturing apparatus starts driving
the image sensor 150, and starts obtaining a subject image
(step S202). At this time, if the image stabilization function
is set to active (YES in step S203), an image stabilization
process is carried out by the various image stabilization
mechanisms (step S204), after which the process moves to
step S205. If the image stabilization function is not active,
the process moves to step S205 without carrying out the
image stabilization process.

[0064] Next, in step S205, the image capturing apparatus
determines whether or not recording has been started. If
recording has not been started, the process moves to step
S206, where it is determined whether or not a trigger to start
shooting has been produced by the release button in the
operating unit 173 being operated. If the trigger to start
shooting has been produced, the process moves to step S207.
Recording is started, and the process moves to step S212.
However, if the trigger to start shooting has not been
produced, the process moves directly to step S212.

[0065] If the recording has already been started, the pro-
cess moves to step S208, where it is determined whether or
not a trigger to end shooting has been produced by the
release button of the operating unit 173 being operated. If
the trigger to end shooting has not been produced, the
process moves to step S209, where a recording process is
carried out. Then, the shot image is saved into the recording
medium in step S210, after which the process moves to step
S212. On the other hand, if the trigger to end shooting has
been produced, the process moves to step S211, where the
recording is stopped. The process then moves to step S212.
[0066] In this manner, when a trigger is produced by the
release button being operated while recording has not yet
been started, the recording is started. The recording process
is continued until the trigger is produced again, whereupon
the shot image is saved into the recording medium. When the
trigger is produced again after the recording was started, the
recording is stopped.

[0067] Instep S212, the position of a subject in the image
obtained by the image sensor 150 is detected. In step S213,
movement of the subject is detected on the basis of the
position of the subject detected previously and the position
of the subject detected at present. Note that the present
invention assumes that the subject position detection process
(step S212) and the subject movement detection process
(S213) are carried out continuously while the image sensor
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150 is operating, regardless of whether or not recording is
taking place. Such being the case, the position and move-
ment of the subject can be detected and predicted even while
in a waiting state, which makes it possible to realize various
shooting functions.

[0068] In step S214, it is determined whether or not an
operation for turning the power off, such as the power button
in the operating unit 173 being operated, has been made. If
the power has not been turned off; the process returns to step
S203, and the above-described processing is repeated. How-
ever, if the power has been turned off, the end process is
performed in step S215. The image capturing apparatus is
turned off, and the flow of the shooting ends.

First Embodiment

[0069] FIG. 3 is a block diagram illustrating, in further
detail, a configuration used for a subject movement detec-
tion process according to a first embodiment of the present
invention. Note that elements that are the same as those
shown in FIG. 1 are given the same reference numerals.
Furthermore, the elements in FIG. 1 not directly related to
the subject movement detection process according to the
first embodiment are not shown.

[0070] The camera stabilization control unit 135 includes
a position feedback control unit 211 and a control target
value generating unit 212. The control target value gener-
ating unit 212 generates a control target value, for carrying
out position feedback control with the position feedback
control unit 211, on the basis of the output from the camera
shake detection unit 134. The position feedback control unit
211 finds a target position for the image sensor 150, and
calculates an operation amount, on the basis of the control
target value and the position information from the camera
stabilization position sensor 131, and then carries out the
position feedback control, which controls the driving of the
camera stabilization actuator 132. An image stabilization
function that suppresses image blur, a smooth panning
operation, and the like can be realized using the control
target value generated by the control target value generating
unit 212.

[0071] A stabilization position extracting unit 204 extracts
a value from the output of the camera stabilization position
sensor 131 at a specific timing. That timing is set by a timing
notifying unit 201 included in the exposure timing control
unit 152. An output from the timing notifying unit 201
depends on shooting conditions or the like set in the expo-
sure timing control unit 152. This will be described in
greater detail later. The subject movement amount detection
unit 163 detects the movement amount of the subject on the
basis of the outputs from the subject position detection unit
161, the motion vector detection unit 162, the stabilization
position extracting unit 204, and the camera shake detection
unit 134.

[0072] The timing of the extraction by the stabilization
position extracting unit 204 in a case where the present
embodiment is employed will be described next with refer-
ence to FIGS. 4A and 4B. In FIG. 4A, a signal 401 is a
synchronization signal, and the period thereof corresponds
to the framerate. Exposure periods 402a, 40256, and 402c,
which correspond to first, second, and third frames, respec-
tively, correspond to exposure periods for the frames. The
present embodiment assumes that a CMOS sensor is used as
the image sensor 150, and exposure periods are indicated for
each period corresponding to the framerate. If the CMOS
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sensor is driven through a rolling shutter, the readout timing
is different for each horizontal readout line of the image
sensor 150. In FIG. 4A, the readout is carried out in order
from a horizontal readout line 411 at the top, to a horizontal
readout line 412, a horizontal readout line 413, and so on up
to a horizontal readout line 419. Thus as can be seen from
the exposure period 402a too, the exposure timing shifts
from the horizontal readout line 411 at the top to the
horizontal line 419 at the bottom.

[0073] A signal 403 is the output from the timing notifying
unit 201, and indicates the timing at which the stabilization
position extracting unit 204 extracts the position information
from the camera stabilization position sensor 131.

[0074] In the present embodiment illustrated in FIG. 4A,
the extraction timing is set to a central time, which corre-
sponds to the center of the exposure period in each hori-
zontal readout line of the image sensor 150. For example, the
central time of the exposure period for the horizontal readout
line 411 at the top is a time t1. At that time t1, the timing
notifying unit 201 notifies the stabilization position extract-
ing unit 204 that it is the timing for extracting the position
information, and the stabilization position extracting unit
204 extracts the position information. Likewise, the stabili-
zation position extracting unit 204 extracts the position
information in order, at a time t2 for the horizontal readout
line 412, at a time t3 for the horizontal readout line 419, and
so on. The same applies to the exposure periods 4026 and
402¢, which are the second and third exposure periods,
respectively.

[0075] As a result, the output of the camera stabilization
position sensor 131, corresponding to each horizontal read-
out line, is extracted. An accurate amount of correction for
the image stabilization mechanism can be found for each
horizontal readout line on the basis of the extracted position
information from the camera stabilization position sensor
131 and the focal length of the optical system at that point
in time. Furthermore, because the amount of correction is
found for each horizontal readout line, the amount of cor-
rection can also be calculated according to the subject, if the
region of the subject is found as well.

[0076] For example, assuming a subject 406 is present as
illustrated in FIG. 4B, a plurality of horizontal readout lines
corresponding to the position of the subject 406 correspond
to subject lines 407. The amount of correction for the image
stabilization mechanism in each frame corresponding to
those subject lines 407 matches that obtained at extraction
timings 440a to 440c.

[0077] Note that the position information of the subject
found by the subject position detection unit 161 may be
transmitted to the stabilization position extracting unit 204,
and the position information from the camera stabilization
position sensor 131, corresponding to the subject lines 407,
may be extracted by the stabilization position extracting unit
204, and then transmitted to the subject movement amount
detection unit 163.

[0078] Although the present embodiment describes a
method of determining the extraction timing for each hori-
zontal readout line in the image sensor 150, the extraction
may occur for the horizontal readout line every set interval
instead.

[0079] According to the first embodiment as described
thus far, an accurate amount of correction for the image
stabilization mechanism can be obtained, which makes it
possible to find a more accurate subject movement amount.
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Second Embodiment

[0080] A second embodiment of the present invention will
be described next with reference to FIGS. 5 to 7.

[0081] FIG. 5 is a block diagram illustrating, in further
detail, a configuration used for a subject movement detec-
tion process according to the second embodiment of the
present invention. Note that elements that are the same as
those illustrated in FIG. 3 are given the same reference
numerals, and will not be described. The configuration
illustrated in FIG. 5 differs from the configuration illustrated
in FIG. 3 in that the various types of subject information
detected by the subject position detection unit 161 are output
to the timing notifying unit 201.

[0082] The timing of the extraction carried out by the
stabilization position extracting unit 204 according to the
second embodiment will be described next with reference to
FIG. 6. As in FIGS. 4A and 4B, the signal 401 is a
synchronization signal synchronized with the frames. A
signal 603 is a signal, output from the timing notifying unit
201, which indicates the timing at which the position infor-
mation from the camera stabilization position sensor 131 is
extracted. Exposure periods 602a to 602¢ correspond to the
exposure periods of individual frames.

[0083] As illustrated in FIG. 6, the second embodiment
assumes that a subject 606 is present in a shot image 605,
and that the position of the subject 606 at that time is
detected by the subject position detection unit 161. If the
position of the subject 606 has been found, subject lines 607,
which are the range of horizontal readout lines in the image
sensor 150 corresponding to the position of the subject 606,
can be found as well. Furthermore, the exposure periods
corresponding to the subject lines 607 can be found on the
basis of the shooting conditions and the like, as subject
exposure periods 608. A time t21 that is the center of the
exposure time of a line at the center of the subject lines 607
is the central time of the subject exposure period 608.
Accordingly, extracting the position information from the
camera stabilization position sensor 131 at time t21 makes
it possible to calculate a stabilization correction amount
corresponding to the subject 606. In the same manner, the
position information from the camera stabilization position
sensor 131 is extracted at times 122 and 123 for the exposure
periods 6025 and 602¢, which are the second and third
exposure periods, respectively.

[0084] FIG. 7 illustrates the timing of extraction when
there are two subjects, namely subjects 706 and 707, in a
shot image 705. In this case as well, using the same concept
as that described with reference to FIG. 6, the position
information from the camera stabilization position sensor
131 is extracted at a central time 125 of subject exposure
periods 710 of subject lines 708, which are the range of
horizontal readout lines in the image sensor 150 correspond-
ing to the subject 706. Similarly, the position information
from the camera stabilization position sensor 131 is
extracted at a central time t24 of subject exposure periods
711 of subject lines 709, which are the range of horizontal
readout lines corresponding to the subject 707. The same
applies to the exposure periods 6025 and 602¢, which are the
second and third exposure periods, respectively.

[0085] As described earlier, the information extraction
timing is determined in accordance with the position of the
subject in the shot image, in addition to the shooting
conditions. Accordingly, as illustrated in FIG. 5, the position



US 2020/0112681 Al

information of the subject, as found by the subject position
detection unit 161, is required by the timing notifying unit
201 to determine the timing.

[0086] According to the second embodiment as described
thus far, an accurate amount of correction for the image
stabilization mechanism can be obtained, which makes it
possible to find a more accurate subject movement amount.

Third Embodiment

[0087] A third embodiment of the present invention will
be described next with reference to FIGS. 8 to 10.

[0088] FIG. 8 is a block diagram illustrating, in further
detail, a configuration used for a subject movement detec-
tion process according to the third embodiment of the
present invention. Note that elements that are the same as
those illustrated in FIGS. 3 and 5 are given the same
reference numerals, and will not be described. The configu-
ration illustrated in FIG. 8 differs from the configuration
illustrated in FIG. 5 in that in FIG. 8, the camera stabilization
control unit 135 includes the stabilization position extracting
unit 204, and that the stabilization position extracting unit
204 further includes a stabilization position computation
processing unit 205.

[0089] The timing of the extraction carried out by the
stabilization position extracting unit 204 according to the
third embodiment will be described next with reference to
FIG. 9. FIG. 9 illustrates signal timings according to the
third embodiment. As in FIG. 6, the signal 401 is a syn-
chronization signal synchronized with the frames. A signal
903 is a signal, output from the timing notifying unit 201,
which indicates the timing at which the position information
from the camera stabilization position sensor 131 is
extracted. Exposure periods 602a to 602¢ correspond to the
exposure periods of individual frames.

[0090] As illustrated in FIG. 9, the third embodiment also
assumes that the subject 606 is present in the shot image 605,
and that the position of the subject 606 at that time is
detected by the subject position detection unit 161. The
subject exposure periods 608 are the exposure periods
corresponding to the subject lines 607 which are the hori-
zontal readout lines where the subject 606 is located. The
time t21 that is the center of the exposure time of a line at
the center of the subject lines 607 is the central time of the
subject exposure period 608.

[0091] In FIG. 9, a signal 921 indicates the position
information output from the camera stabilization position
sensor 131 in time series according to the third embodiment,
and a signal 924 is obtained by filtering that time series data.
[0092] In the third embodiment, the position information
from the camera stabilization position sensor 131 is obtained
at a set cycle during the subject exposure period 608, and
that time series data is subjected to a filtering computation
process for removing noise, such as low-pass filter (LPF)
processing. The information at time t21 is extracted from the
position information that has undergone the LPF processing.
By doing so, even if there is noise in the position information
at the time of extraction, that noise can be removed.
[0093] For example, if the camera body 120 has been
subjected to a temporary impact at time t21, that impact will
propagate to the image sensor 150 as well, and will be
observed as noise in the output of the camera stabilization
position sensor 131 as a result. The noise resulting from that
impact is represented by a pulse 922. If the timing of that
pulse 922 coincides with the extraction time t21, position
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data 923 will be extracted as the position information from
the camera stabilization position sensor 131, corresponding
to the subject 606.

[0094] However, the position feedback control unit 211 is
carrying out feedback control, and thus even if the position
is shifted for an instant by the impact, the image sensor 150
immediately returns to the desired position. As such, the
positional shift of the image sensor 150 caused by the impact
occurs only for an instant with respect to the subject expo-
sure period 608, and therefore produces almost no effect on
the exposed image 905. The required information in the
present invention is the stabilization correction amount for
an exposed shot image, and thus the information to be
extracted at the extraction timing t21 is not the position data
923 of the position information at the time of the impact, but
rather the position information of the exposure periods
before and after the impact. Carrying out the LPF processing
described earlier, as in the present embodiment, makes it
possible to obtain the desired position information.

[0095] Accordingly, in the present embodiment, the sta-
bilization position computation processing unit 205 is pro-
vided in the stabilization position extracting unit 204, as
illustrated in FIG. 8. The position information is then
extracted after using the stabilization position computation
processing unit 205 to carry out filtering processing, such as
LPF processing, to remove noise. Although an LPF is used
for noise removal in the third embodiment, a smoothing
process may instead be carried out through another type of
computation, such as an averaging process.

[0096] According to the third embodiment as described
thus far, an accurate amount of correction for the image
stabilization mechanism can be obtained even when the
camera body 120 has been subjected to a temporary impact,
which makes it possible to find a more accurate subject
movement amount.

[0097] The foregoing describes an example of a configu-
ration in which the image sensor 150, the camera stabiliza-
tion control unit 135, the exposure timing control unit 152,
and the stabilization position extracting unit 204 are separate
units. However, a processing block 210 constituted by a
logic circuit that integrates the camera stabilization control
unit 135, the exposure timing control unit 152, and the
stabilization position extracting unit 204 may be configured,
and that processing block 210 may be integrated with the
image sensor 150, as illustrated in FIG. 10. Doing so makes
it easy to link the signals among the blocks to each other,
which in turn makes it possible to realize faster and more
accurate signal processing.

Fourth Embodiment

[0098] A fourth embodiment of the present invention will
be described next with reference to FIGS. 11 to 13C.
[0099] FIG. 11 is a block diagram illustrating, in detail, a
configuration used for a subject movement detection process
according to the fourth embodiment of the present invention.
The configuration illustrated in FIG. 11 corresponds to the
configuration illustrated in FIG. 3, but divided between two
circuit boards. Accordingly, a configuration and a control
unit for communication between the two circuit boards has
been added. Note that elements that are the same as those
illustrated in FIG. 3, 5, or 8 are given the same reference
numerals, and will not be described.

[0100] In FIG. 11, an image stabilization circuit 301 is a
circuit block including the image sensor 150, the camera
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stabilization control unit 135, and the like, and is formed on
a single semiconductor device, circuit board, or the like. A
camera control circuit 302 is a circuit block including a
camera control unit 160, the motion vector detection unit
162, the subject movement amount detection unit 163, and
the like, and is formed on a different circuit board or
semiconductor device from the image stabilization circuit
301.

[0101] An image capturing control unit 311 is configured
in the image stabilization circuit 301, and receives control
information pertaining to image capturing from the camera
control unit 160, via an image capturing control signal
receiving unit 312 configured in the image stabilization
circuit 301 and an image capturing control signal transmit-
ting unit 313 configured in the camera control circuit 302.
Shooting conditions such as the exposure period, a pixel
readout algorithm for the image sensor 150, and so on are set
using the received control information, to control the image
sensor 150, the exposure timing control unit 152, and the
like, as well as to control the image signal processing unit
151 and the like.

[0102] The stabilization position extracting unit 204
extracts the output of the camera stabilization position
sensor 131 at the timings described above with reference to
FIGS. 4A and 4B, FIG. 6, or FIG. 7, in response to a signal
from the timing notifying unit 201.

[0103] A communication packet transmitting unit 322
configured in the image stabilization circuit 301 and a
communication packet receiving unit 323 configured in the
camera control circuit 302 are communication blocks that
pass data from the image stabilization circuit 301 to the
camera control circuit 302. At this time, packet data gener-
ated by a transmission packet generating unit 321, transmit-
ted from the communication packet transmitting unit 322, is
analyzed by a received packet processing unit 324, and is
then passed to the respective processing blocks of the
camera control circuit 302 as data. The transmission packet
generating unit 321 includes a header generating unit 325
that generates a header to be added to the packet data, and
a payload generating unit 326 that generates the payload of
the packet data. This header and payload include pixel data
for each horizontal line, position information of the image
stabilization mechanism, the shooting conditions, the sub-
ject position, and so on, as well as other information for
identification, which will be described in detail later.
[0104] The subject movement amount detection unit 163
detects the movement amount of the subject on the basis of
the outputs of the motion vector detection unit 162 and the
camera shake detection unit 134, and the pixel data, position
information of the image stabilization mechanism, subject
position, and the like extracted from the packet data that has
been analyzed by the received packet processing unit 324.
[0105] FIG. 12 is a diagram illustrating an example of the
format of the packets generated by the transmission packet
generating unit 321 and used to transmit a single frame’s
worth of image data. A pixel data region 1201 illustrated in
FIG. 12 indicates the region of the pixel data to be trans-
mitted, and an active pixel region 1211 is a region of active
pixels in a single frame of an image captured by the image
sensor 150. A margin region 1212, which has the same
number of pixels in the vertical direction as the number of
pixels in the vertical direction in the active pixel region
1211, is set on the left side of the active pixel region 1211.
A forward dummy region 1213, which has the same number
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of pixels in the horizontal direction as the overall number of
pixels in the active pixel region 1211 and the margin region
1212 in the horizontal direction, is set above the active pixel
region 1211. In FIG. 12, embedded data 1215 is inserted into
the forward dummy region 1213. The embedded data 1215
includes information such as setting values pertaining to the
image capturing by the image sensor 150, including the
shutter speed, gain, and the like, as well as the subject
position and so on. A rear dummy region 1214, which has
the same number of pixels in the horizontal direction as the
overall number of pixels in the active pixel region 1211 and
the margin region 1212 in the horizontal direction, is set
below the active pixel region 1211. Note that the embedded
data 1215 may also be inserted into the rear dummy region
1214. The pixel data region 1201 is constituted by the active
pixel region 1211, the margin region 1212, the forward
dummy region 1213, and the rear dummy region 1214.

[0106] The band on the upper side in FIG. 12 indicates the
structure of the packet data used in the transmission accord-
ing to the present embodiment. When a string of pixels in the
horizontal direction is taken as a line, the pixel data of each
line constituting the pixel data region 1201 is held in the
payload of the packet. A single packet is constituted by
adding a header and footer, as well as control codes such as
a start code before the header and an end code after the
footer, to a payload holding one line’s worth of pixel data.
Note that the footer is added as an option, and a control code
such as an end code is added after the payload if a footer is
not added.

[0107] As will be described later, the header includes
additional information for the pixel data held in the payload,
such as Frame Start, Frame End, Line Valid, Line Number,
ECC, and the like. By employing a format that transmits the
pixel data constituting a single frame of an image on a
line-by-line basis in this manner, additional information
such as the header, control codes such as the start code and
the end code, and so on can be transferred during the
blanking period for each line.

[0108] The entirety of one frame’s worth of image data is
transferred using a number of packets greater than or equal
to the number of pixels in the pixel data region 1201 in the
vertical direction.

[0109] The bands on the left side and the bottom of FIG.
12 indicate the content of the header information. FIG. 13A
is a diagram collectively illustrating the format of the
packets indicated at the top of FIG. 12, details of the header
information indicated at the bottom of FIG. 12, and Reserve
content. FIG. 13B illustrates an example of the content of the
header information and the amount of that information.

[0110] Frame Start is 1-bit information indicating the start
of the frame. A value of 1 is set for the Frame Start of the
header of the packet used to transfer the first line of pixel
data in the pixel data region 1201 illustrated in FIG. 12,
whereas a value of 0 is set for the Frame Start of the headers
of the packets used to transfer the pixel data of the other
lines. Frame End is 1-bit information indicating the end of
the frame. A value of 1 is set for the Frame End of the header
of the packet including the pixel data of the final line in the
active pixel region 1211 in its payload, whereas a value of
0 is set for the Frame End of the headers of the packets used
to transfer the pixel data of the other lines. The Frame Start
and Frame End serve as “frame information”, which is
information pertaining to the frame.
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[0111] Line Active is 1-bit information indicating whether
or not a line in the pixel data held in the payload is a line of
active pixels. A value of 1 is set for the Line Active of the
header of the packet used to transfer the pixel data of the line
within the active pixel region 1211, whereas a value of O is
set for the Line Active of the headers of the packets used to
transfer the pixel data of the other lines. Line Number is
13-bit information expressing a line number of a line con-
stituted by the pixel data held in the payload. Embedded
Line is 1-bit information indicating whether or not the
packet is a packet used to transfer a line in which embedded
data is inserted. For example, a value of 1 is set for the
Embedded Line of the header of a packet used to transfer a
line including embedded data, whereas a value of 0 is set for
the Embedded Line of the headers of packets used to transfer
other lines. As described earlier, the embedded data is
inserted into a predetermined line in the forward dummy
region 1213 and the rear dummy region 1214. The Line
Active, Line Number, and Embedded Line serve as “line
information”, which is information pertaining to the lines.

[0112] A Data ID is information for identifying the data
held in the payload, whereas Reserve is a region used for
extension. A method for using the Data ID and the Reserve
in the present embodiment will be described later. Note that
0 being set for the Data ID in FIG. 12 is assumed to indicate
that the data held in the payload is pixel data. Header ECC
is information including an error detection code calculated
on the basis of the header information.

[0113] In the fourth embodiment, the position information
of the image stabilization mechanism is added to the
Reserve region. As illustrated in FIG. 13A, the position
information of the image stabilization mechanism is held in
a position information region 1301 in a Reserve extension
region, as 24-bit information. Accordingly, of the 29 bits
available in the Reserve region, 24 bits are used for the
position information region 1301, and the remaining 5 bits
are used as the Reserve region. FIG. 13C illustrates the
overall transmission packet of a single frame at that time. It
can be seen that in the packet of an active pixel line in the
Nith line, position information 1302 when the Nth line was
exposed is added to the Reserve region, pixel data 1303 is
added to the payload data, and the packet is sent in that state.

[0114] Configuring the transmission packet in this manner
makes it possible to send the pixel data and position infor-
mation in the same horizontal line in the same transmission
packet, which makes it easy to handle the pixel data and
position information in synchronization with each other.
[0115] Although the foregoing describes an example in
which the configuration illustrated in FIG. 3 is divided
between two circuit boards, the configurations illustrated in
FIGS. 5 and 8 can also be divided between two circuit
boards as well. In such a case, the control described with
reference to FIGS. 6 and 7, and FIG. 9, respectively, can be
carried out.

Fifth Embodiment

[0116] A fifth embodiment of the present invention will be
described next with reference to FIGS. 14A to 14C. With
reference to FIGS. 14A to 14C, position information trans-
mission methods that uses different formats will be
explained. Note that the fifth embodiment is assumed to
employ the configuration illustrated in FIG. 11, which will
therefore not be described here.

Apr. 9, 2020

[0117] According to the format illustrated in FIG. 14A, the
position information is divided into “reference information”
and “differential information” and transmitted. The position
information, which serves as a reference for the frame
(reference position information), is added as embedded data,
and in the packet for each horizontal line, a differential value
from the reference position information (differential position
information) is added to the Reserve region. In FIG. 14A,
the embedded data is inserted into the forward dummy
region 1213, and reference position information 1401, which
serves as a reference for that frame, is held in part of that
data. Differential position information 1402 is held in the
Reserve region as the difference between the position infor-
mation at that time and the reference position information
1401, in the packet for the Nth line of the active pixel region
1211. Doing so makes it possible to reduce the data size of
the differential position information 1402 held in the
Reserve region of each packet.

[0118] The format illustrated in FIG. 14B assumes that the
position information is added to the payload data that up
until this point has held the pixel data and the embedded
data. To realize this, a Data ID 1403, included in the header
information as described earlier, is used. The Data ID 1403
is header information for identifying the data held in the
payload. In FIG. 14B, a Data ID of O is set in a case where
the data held in the payload is pixel data, and a Data ID of
1 is set in a case where position information 1404 is held in
the payload. Doing so makes it possible to transmit the pixel
data and position information of each horizontal line in
transmission packets while identifying the data and infor-
mation, which in turn makes it possible to send position
information with a larger amount of data.

[0119] Furthermore, with the format illustrated in FIG.
14C, the position information for each horizontal line is not
transmitted, and instead, position information that has
already undergone computational processing, corresponding
to the known subject horizontal lines, is added. In this case,
the image stabilization circuit 301 and the camera control
circuit 302 illustrated in FIG. 11 have configurations
obtained by dividing the configuration illustrated in FIG. 5
or FIG. 8. Although the “computational processing” men-
tioned here is the averaging, filtering, or the like described
in the third embodiment, the position information obtained
through the method described in the second embodiment
may be used as the position information. At this time, the
information may be added at the frame level, rather than at
the horizontal line level. Thus in FIG. 14C, a Data 1D 1405
is set to 1, and frame position information 1406 is added to
the embedded data.

[0120] Thus according to the fifth embodiment, the posi-
tion information of the image stabilization mechanism based
on the exposure period of the subject is extracted, and that
information is added to the transmitted image data. This
makes it possible to calculate an accurate movement amount
for the subject without using complicated transmission paths
or transmission processes.

Sixth Embodiment

[0121] A sixth embodiment of the present invention will
be described next with reference to FIGS. 15 to 16.

[0122] FIG. 15 is a block diagram illustrating, in further
detail, a configuration used for a subject movement detec-
tion process according to the sixth embodiment of the
present invention. Note that elements that are the same as
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those illustrated in FIG. 1 are given the same reference
numerals, and will not be described. Furthermore, the ele-
ments in FIG. 1 not directly related to the subject movement
detection process according to the sixth embodiment are not
shown.

[0123] The lens image stabilization control unit 112
includes a position feedback control unit 213 and a control
target value generating unit 214. The control target value
generating unit 214 generates a control target value, for
carrying out position feedback control with the position
feedback control unit 213, on the basis of the output from the
interchangeable lens shake detection unit 113. On the basis
of the control target value and the position information from
the image stabilization lens position sensor 106, the position
feedback control unit 213 finds a target position for the
image stabilization lens group 104 and calculates an opera-
tion amount, and carries out position feedback control,
which controls the driving of the image stabilization lens
actuator 107. An image stabilization function that suppresses
image blur, a smooth panning operation, and the like can be
realized using the control target value generated by the
control target value generating unit 214.

[0124] A lens stabilization position extracting unit 215
extracts position information from the output of the image
stabilization lens position sensor 106 at a specific timing, the
timing being determined by the timing notifying unit 201 of
the exposure timing control unit 152, provided on the
camera body 120 side.

[0125] The lens stabilization position extracting unit 215
transfers the output of the image stabilization lens position
sensor 106, extracted on the basis of the output from the
timing notifying unit 201, to a stabilization position extract-
ing unit 204 on the camera body 120 side. As described
earlier, the communication between the interchangeable lens
100 and the camera body 120 is carried out by the lens
communication control unit 111 and the camera communi-
cation control unit 142.

[0126] FIG. 16 is a diagram illustrating the timing of the
extraction by the lens stabilization position extracting unit
215 according to the sixth embodiment. Note that the same
signals and the like as those illustrated in FIGS. 4A and 4B
are given the same reference numerals.

[0127] Inthe present embodiment, the timing at which the
lens stabilization position extracting unit 215 extracts the
position information from the image stabilization lens posi-
tion sensor 106 is the same as the timing at which the
stabilization position extracting unit 204 extracts the posi-
tion information from the camera stabilization position
sensor 131, described with reference to FIGS. 4A and 4B.
For example, the position information is extracted at time
161, corresponding to the uppermost horizontal readout line
411. The lens stabilization position extracting unit 215
extracts the position information sequentially in a similar
manner, at time t62 corresponding to the horizontal readout
line 412, and at time t63 corresponding to the final horizon-
tal readout line 419. The same applies to the exposure
periods 4025 and 402c¢, which are the second and third
exposure periods, respectively.

[0128] The timing notifying unit 201 notifies the lens
stabilization position extracting unit 215 of the extraction
timing using the signal 403, and the lens stabilization
position extracting unit 215 extracts the position information
from the output of the image stabilization lens position
sensor 106. The lens stabilization position extracting unit
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215 then transfers the obtained position information to the
lens communication control unit 111, and the lens commu-
nication control unit 111 transmits the information to the
camera communication control unit 142 on a frame-by-
frame basis at the timing of a communication timing 441.

[0129] The camera communication control unit 142 trans-
fers one frame’s worth of the position information from the
image stabilization lens position sensor 106 to the stabili-
zation position extracting unit 204. The stabilization posi-
tion extracting unit 204 extracts position information 440a
to 440¢ of the subject exposure periods corresponding to the
subject lines 407, which itself corresponds to the subject
extracted by the subject position detection unit 161, from the
one frame’s worth of position information transmitted from
the interchangeable lens 100. The extracted position infor-
mation 440a to 440c¢ is transmitted to the subject movement
amount detection unit 163.

[0130] The subject movement amount detection unit 163
detects the movement amount of the subject on the basis of
the outputs from the motion vector detection unit 162, the
stabilization position extracting unit 204, and the camera
shake detection unit 134.

[0131] According to the sixth embodiment as described
thus far, an accurate amount of correction for the image
stabilization mechanism can be obtained, which makes it
possible to find a more accurate subject movement amount.
[0132] Although the present embodiment describes a
method of determining the extraction timing for each hori-
zontal readout line in the image sensor 150, the extraction
may occur for the horizontal readout line every set interval
instead.

Seventh Embodiment

[0133] A seventh embodiment of the present invention
will be described next with reference to FIGS. 17 to 19.
[0134] FIG. 17 is a block diagram illustrating, in further
detail, a configuration used for a subject movement detec-
tion process according to the seventh embodiment of the
present invention. Note that elements that are the same as
those illustrated in FIG. 15 are given the same reference
numerals, and will not be described. The configuration
illustrated in FIG. 17 is different from the configuration
illustrated in FIG. 15 in that the camera body 120 does not
include the stabilization position extracting unit 204.
[0135] Control according to the seventh embodiment will
be described with reference to FIG. 18. In the seventh
embodiment, the position information from the image sta-
bilization lens position sensor 106 is extracted at the timing
described in the second embodiment with reference to FIG.
6. The timing notifying unit 201 outputs the signal 603
indicating the timing at which the position information from
the camera stabilization position sensor 131 is to be
extracted, and the signal 603 is transmitted to the lens
communication control unit 111 from the camera commu-
nication control unit 142 through lens communication.
[0136] On the basis of the signal 603, the lens stabilization
position extracting unit 215 extracts the position information
from the image stabilization lens position sensor 106 at time
t71 in the exposure period 602a, at time t73 in the exposure
period 6025, and at time t74 in the exposure period 602c.
The lens stabilization position extracting unit 215 then
transmits the position information to the camera communi-
cation control unit 142 via the lens communication control
unit 111, with the position information extracted at time t71
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being transmitted at time t72, the position information
extracted at time t73 being transmitted at time t74, and the
position information extracted at time t75 being transmitted
at time t76.

[0137] FIG. 19 illustrates the extraction timing when the
two subjects 706 and 707 are present in the shot image 705.
The position information from the image stabilization lens
position sensor 106 is extracted at the timing described with
reference to FIG. 7. The timing notifying unit 201 outputs
the signal 703 indicating the timing at which the position
information from the camera stabilization position sensor
131 is to be extracted, and the signal 703 is transmitted to the
lens communication control unit 111 from the camera com-
munication control unit 142 through lens communication.
[0138] In the exposure period 7024, the lens stabilization
position extracting unit 215 extracts the position information
from the image stabilization lens position sensor 106 at time
177, which corresponds to the subject 707, on the basis of the
signal 603. The extracted position information is then trans-
mitted to the camera communication control unit 142 via the
lens communication control unit 111 at time t78. Further-
more, the position information from the image stabilization
lens position sensor 106 is extracted at time t79, correspond-
ing to the subject 706, and the extracted position information
is transmitted to the camera communication control unit 142
via the lens communication control unit 111 at time t80. The
position information is extracted and transmitted through the
same processing in the exposure periods 70256 and 702¢ as
well.

[0139] The position information from the image stabiliza-
tion lens position sensor 106, which is transmitted in this
manner, is transmitted to the subject movement amount
detection unit 163 and used to detect the movement amount
of the subject.

[0140] According to the seventh embodiment as described
thus far, an accurate amount of correction for the image
stabilization mechanism can be obtained, which makes it
possible to find a more accurate subject movement amount.

Eighth Embodiment

[0141] An eighth embodiment of the present invention
will be described next with reference to FIGS. 20 and 21.
[0142] FIG. 20 is a block diagram illustrating, in further
detail, a configuration used for a subject movement detec-
tion process according to the eighth embodiment of the
present invention. According to the configuration illustrated
in FIG. 20, the position information from the image stabi-
lization lens position sensor 106 is extracted at the timing
described with reference to FIG. 18 or 19, image stabiliza-
tion is carried out using the image sensor 150, and the
position information from the camera stabilization position
sensor 131 is extracted at the timing described with refer-
ence to FIG. 6 or 7. In FIG. 20, elements that are the same
as those illustrated in FIGS. 5 and 15 are given the same
reference numerals, will not be described. Furthermore, the
elements in FIG. 1 not directly related to the subject move-
ment detection process according to the eighth embodiment
are not shown.

[0143] Control according to the eighth embodiment will
be described with reference to FIG. 21. Like FIG. 18
described in the seventh embodiment, a situation where a
single subject 606 has been detected will be described here.
[0144] As illustrated in FIG. 21, the camera stabilization
position sensor 131 and the image stabilization lens position
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sensor 106 extract the position information at the same
timing. Furthermore, like the example illustrated in FIG. 6,
the timing notifying unit 201 determines time t81, which
coincides with the center of the subject exposure period 608,
as the extraction timing, and outputs the signal 903 to the
stabilization position extracting unit 204. In response to the
signal 903, the stabilization position extracting unit 204
extracts the position information from the camera stabiliza-
tion position sensor 131 at time t81, and transmits the
extracted position information to the subject movement
amount detection unit 163.

[0145] On the other hand, the timing notifying unit 201
transmits a signal 904, for causing the position information
to be extracted at time t81, to the lens communication
control unit 111 from the camera communication control
unit 142, through lens communication. In response to the
signal 904, the lens stabilization position extracting unit 215
extracts the position information from the image stabiliza-
tion lens position sensor 106 at time t81, and passes the
extracted position information to the lens communication
control unit 111. The lens communication control unit 111
transmits the information of the image stabilization lens
position sensor 106 to the camera communication control
unit 142 at time t82, through lens communication. The
camera communication control unit 142 transmits the
received information to the subject movement amount detec-
tion unit 163. The above-described processing is carried out
for the exposure periods 6026 and 602¢ as well.

[0146] The subject movement amount detection unit 163
obtains the motion vector calculated from the image from
the motion vector detection unit 162. The shake amount of
the image capturing apparatus is obtained from the camera
shake detection unit 134. Furthermore, the position infor-
mation of the image stabilization mechanism is obtained
from the stabilization position extracting unit 204 and the
lens stabilization position extracting unit 215. The accurate
position information of the subject can be found from this
information.

[0147] According to the eighth embodiment as described
thus far, extracting the position information of the image
stabilization mechanisms in accordance with the exposure
period of a subject makes it possible to find an accurate
amount of correction for the image stabilization mecha-
nisms, corresponding to that exposure, in an interchangeable
lens-type image capturing apparatus. An accurate movement
amount of the subject can be found as a result.

[0148] Note that control may be carried out so that the
position information is extracted at the timings illustrated in
FIGS. 4A, 4B, and 7.

Ninth Embodiment

[0149] A ninth embodiment of the present invention will
be described next with reference to FIGS. 22 and 23.
[0150] FIG. 22 is a block diagram illustrating, in further
detail, a configuration used for a subject movement detec-
tion process according to the ninth embodiment of the
present invention. Note that elements that are the same as
those illustrated in FIGS. 1 and 3 are given the same
reference numerals, and will not be described. Furthermore,
the elements in FIG. 1 not directly related to the subject
movement detection process according to the ninth embodi-
ment are not shown.

[0151] An image capturing control circuit 2201 is a circuit
block including the image sensor 150, the camera stabiliza-
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tion control unit 135, the motion vector detection unit 162,
the subject movement amount detection unit 163, and the
like, and is formed on a single circuit board or semiconduc-
tor device. A camera control circuit 2202 is a circuit block
including the camera control unit 160, the camera shake
detection unit 134, and the like, and is formed on a different
circuit board or semiconductor device from the image cap-
turing control circuit 2201.

[0152] An image capturing control unit 2211 is a process-
ing block that controls the image sensor 150, the exposure
timing control unit 152, the image signal processing unit
151, and the like, and sets the shooting conditions such as
the exposure period, a pixel readout algorithm for the image
sensor 150, and the like.

[0153] A communication control unit 2206 and a commu-
nication control unit 2207 are communication blocks for
passing image capturing control information from the cam-
era control unit 160 to the image capturing control unit 2211.
The communication control unit 2206 and the communica-
tion control unit 2207 are used to pass a camera shake
amount output by the camera shake detection unit 134 from
the camera control unit 160 to the camera stabilization
control unit 135 and a shake amount extracting unit 2205.
For example, if the image capturing control information and
the camera shake amount are transferred via separate com-
munication circuits, communication circuits and lines are
required for both. This is a problem in that it increases the
space required for wiring, the number of connector pins, and
the like on the circuit board, which increases the component
costs and makes it difficult to keep the image capturing
apparatus small. In the present embodiment, an increase in
the circuit scale and component cost are suppressed by
transferring the image capturing control information and the
camera shake amount via the same communication circuit.

[0154] The shake amount extracting unit 2205 extracts the
camera shake amount output from the camera shake detec-
tion unit 134 at a specific timing. The timing is determined
by the output of the timing notifying unit 201 included in the
exposure timing control unit 152.

[0155] Next, the camera shake amount output from the
camera shake detection unit 134, and the timing of the
extraction by the shake amount extracting unit 2205, in a
case where the present embodiment is applied, will be
described with reference to FIG. 23. Note that the same
signals and the like as those illustrated in FIGS. 4A and 4B
are given the same reference numerals.

[0156] The camera shake detection unit 134 transmits the
detected camera shake amount to the camera control unit
160 at predetermined intervals. In the example illustrated in
FIG. 23, the camera shake amount is transmitted from the
camera shake detection unit 134 to the camera control unit
160 at the communication timings 441, 442, and so on up to
449, in that order.

[0157] The camera control unit 160 transmits the received
camera shake amounts to the shake amount extracting unit
2205 in sequence. In the example illustrated in FIG. 23, the
camera shake amount received at the communication timing
441 is transmitted from the camera control unit 160 to the
shake amount extracting unit 2205 at the communication
timing 431. Likewise, the camera shake amount received at
the communication timing 442 is transmitted from the
camera control unit 160 to the shake amount extracting unit
2205 at the communication timing 432; and the camera
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shake amount received at the communication timing 449, at
the communication timing 439.

[0158] The shake amount extracting unit 2205 extracts a
camera shake amount on the basis of the output from the
timing notifying unit 201, from among the received camera
shake amounts. As described with reference to FIGS. 4A and
4B, in the ninth embodiment, the extraction timing is set to
the central time corresponding to the center of the exposure
period of each horizontal readout line in the image sensor
150. For example, with the uppermost horizontal readout
line 411, the central time of the exposure period is time 191,
and thus the timing notifying unit 201 notifies the shake
amount extracting unit 2205 of time t91. The shake amount
extracting unit 2205 then extracts the camera shake amount
received at the communication timing 431 as the camera
shake amount corresponding to time t91.

[0159] Likewise, for the horizontal readout line 412, the
shake amount extracting unit 2205 extracts the camera shake
amount received at the communication timing 432 as the
camera shake amount corresponding to time t92. Further-
more, for the horizontal readout line 419, the shake amount
extracting unit 2205 extracts the camera shake amount
received at the communication timing 439 as the camera
shake amount corresponding to time t93. This extraction
process is the same for the exposure periods 4025 and 402c¢,
which are the second and third exposure periods, respec-
tively.

[0160] The stabilization position extracting unit 204 also
extracts the position information output from the camera
stabilization position sensor 131 at the same timing as the
shake amount extracting unit 2205, on the basis of the signal
from the timing notifying unit 201, and transmits the
extracted position information to the subject movement
amount detection unit 163.

[0161] According to the ninth embodiment as described
above, the camera shake amount corresponding to each
horizontal readout line can be found for each of those
horizontal readout lines, and the accuracy with which the
subject movement amount is detected can be improved as a
result.

[0162] Note that the stabilization position extracting unit
204 and the shake amount extracting unit 2205 may be
controlled to extract the position information and the camera
shake amount at the timings indicated in FIG. 6 or FIG. 7
instead.

Tenth Embodiment

[0163] A tenth embodiment of the present invention will
be described next with reference to FIG. 24. Note that the
configuration of the image capturing apparatus according to
the present embodiment is the same as that illustrated in
FIGS. 1 and 22, and will therefore not be described.
[0164] FIG. 24 is a diagram illustrating the timing of the
extraction by the shake amount extracting unit 2205 accord-
ing to the tenth embodiment. Note that timings that are the
same as those illustrated in FIG. 23, described above, will be
given the same reference signs.

[0165] The camera shake detection unit 134 transmits the
detected camera shake amount to the camera control unit
160 at predetermined intervals. In the example illustrated in
FIG. 24, the camera shake amount is transmitted from the
camera shake detection unit 134 to the camera control unit
160 at a communication timing 541, a communication
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timing 542, a communication timing 543, and so on up to a
communication timing 549, in that order.

[0166] The camera control unit 160 includes memory such
as RAM (not shown) for temporarily storing various types of
data, and stores the received camera shake amounts in the
memory. The camera control unit 160 then transmits the
camera shake amounts stored over a predetermined period to
the shake amount extracting unit 2205 all at once. In FIG.
24, the camera control unit 160 transmits the camera shake
amounts received at the communication timings 541 to 543
all at once to the shake amount extracting unit 2205 at the
communication timing 533. Likewise, the camera shake
amounts from a predetermined period are transmitted from
the camera control unit 160 all at once to the shake amount
extracting unit 2205, at the communication timings 536 to
539, in that order.

[0167] The shake amount extracting unit 2205 extracts a
camera shake amount on the basis of the output from the
timing notifying unit 201, from the camera shake amounts
received all at once. Like the ninth embodiment, in the tenth
embodiment, the extraction timing is set to the central time
corresponding to the center of the exposure period of each
horizontal readout line in the image sensor 150. For
example, with the uppermost horizontal readout line 411, the
central time of the exposure period is time t101, and thus the
timing notifying unit 201 notifies the shake amount extract-
ing unit 2205 of time t101.

[0168] In the same manner, the timing notifying unit 201
notifies the shake amount extracting unit 2205 of time 1102,
which corresponds to the horizontal readout line 412, and
time 1103, which corresponds to the horizontal readout line
413. The shake amount extracting unit 2205 extracts the
camera shake amounts corresponding to time t101, time
1102, time t103, and time t104 from the camera shake
amounts received all at once at the communication timing
533. Likewise, the shake amount extracting unit 2205
extracts the camera shake amount corresponding to the
exposure period of each horizontal readout line, from the
camera shake amounts received all at once at the commu-
nication timings 536 to 539. This extraction process is the
same for the exposure periods 4025 and 402¢, which are the
second and third exposure periods, respectively.

[0169] The stabilization position extracting unit 204 also
extracts the position information output from the camera
stabilization position sensor 131 at the same timing as the
shake amount extracting unit 2205, on the basis of the signal
from the timing notifying unit 201, and transmits the
extracted position information to the subject movement
amount detection unit 163.

[0170] The communication of the image capturing control
information and the camera shake amount is carried out
through the communication control unit 2206 and the com-
munication control unit 2207, and thus control for ensuring
that the communication timings of the image capturing
control signals and the camera shake amounts do not overlap
is necessary. According to the present embodiment, com-
municating the camera shake amounts all at once makes it
easy to control the communication timings of the image
capturing control signals and the camera shake amounts.
[0171] Note that the stabilization position extracting unit
204 and the shake amount extracting unit 2205 may be
controlled to extract the position information and the camera
shake amount at the timings indicated in FIG. 6 or FIG. 7
instead.
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[0172] Although the present embodiment describes a con-
figuration in which the camera shake amounts from a
predetermined period are transmitted all at once, the con-
figuration may be such that camera shake amounts corre-
sponding to a single frame are transmitted all at once. A
configuration is also possible in which the camera shake
amounts corresponding to the exposure periods of a single
frame are transmitted all at once. For example, the camera
shake amounts need not be transmitted to the camera stabi-
lization control unit 135 when the stabilization control is off
in the main body. Doing so makes it possible to reduce the
frequency at which the camera shake amount is transmitted
from the camera control unit 160 to the shake amount
extracting unit 2205. Note that in FIG. 24, the camera shake
amounts corresponding to the exposure period of a single
frame correspond to the camera shake amounts detected in
the period from the communication timing 541 to the
communication timing 549.

[0173] Furthermore, although the present embodiment
describes a configuration in which the camera shake
amounts from a predetermined period are transmitted all at
once, the configuration may be such that the setting for that
predetermined period is changed on the basis of the subject
movement amount. For example, if the detection result from
the subject movement amount detection unit 163 indicates a
high subject movement amount, the predetermined period
may be shortened in anticipation of an increased camera
shake amount. On the other hand, if the subject movement
amount is low, the predetermined period may be lengthened
in anticipation of a reduced camera shake amount.

[0174] According to the tenth embodiment as described
thus far, a camera shake amount corresponding to the
exposure period of the subject can be extracted, which
makes it possible to improve the accuracy at which the
subject movement amount is detected. Furthermore, the
camera shake amount can be passed to the subject move-
ment amount detection unit using a configuration that sup-
presses an increase in the circuit scale and the component
cost.

[0175] Note that the stabilization position extracting unit
204 and the shake amount extracting unit 2205 may be
controlled to extract the position information and the camera
shake amount at the timings indicated in FIG. 6 or FIG. 7
instead.

Other Embodiments

[0176] Embodiment(s) of the present invention can also be
realized by a computer of a system or apparatus that reads
out and executes computer executable instructions (e.g., one
or more programs) recorded on a storage medium (which
may also be referred to more fully as a ‘non-transitory
computer-readable storage medium’) to perform the func-
tions of one or more of the above-described embodiment(s)
and/or that includes one or more circuits (e.g., application
specific integrated circuit (ASIC)) for performing the func-
tions of one or more of the above-described embodiment(s),
and by a method performed by the computer of the system
or apparatus by, for example, reading out and executing the
computer executable instructions from the storage medium
to perform the functions of one or more of the above-
described embodiment(s) and/or controlling the one or more
circuits to perform the functions of one or more of the
above-described embodiment(s). The computer may com-
prise one or more processors (e.g., central processing unit
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(CPU), micro processing unit (MPU)) and may include a
network of separate computers or separate processors to read
out and execute the computer executable instructions. The
computer executable instructions may be provided to the
computer, for example, from a network or the storage
medium. The storage medium may include, for example, one
or more of a hard disk, a random-access memory (RAM), a
read only memory (ROM), a storage of distributed comput-
ing systems, an optical disk (such as a compact disc (CD),
digital versatile disc (DVD), or Blu-ray Disc (BD)™), a
flash memory device, a memory card, and the like.

[0177] While the present invention has been described
with reference to exemplary embodiments, it is to be under-
stood that the invention is not limited to the disclosed
exemplary embodiments. The scope of the following claims
is to be accorded the broadest interpretation so as to encom-
pass all such modifications and equivalent structures and
functions.

[0178] This application claims the benefit of Japanese
Patent Application No. 2018-188608, filed on Oct. 3, 2018
which is hereby incorporated by reference herein in its
entirety.

What is claimed is:

1. An image stabilizing apparatus comprising:

a shake detector that detects shake;

an image stabilizer that corrects the shake by moving a
position on the basis of the shake detected by the shake
detector;

a position detector that detects and outputs the position of
the image stabilizer;

a determinator that determines an extraction timing at
which to extract the position of the image stabilizer on
the basis of a timing at which an image sensor which
shoots an image is exposed; and

an extractor that extracts the position of the image stabi-
lizer, from the output of the position detector, at the
extraction timing determined by the determinator.

2. The image stabilizing apparatus according to claim 1,

wherein a plurality of pixels are arranged in the image
sensor in a matrix; and

the determinator determines a central time of an exposure
period for each line in the image sensor as the extrac-
tion timing.

3. The image stabilizing apparatus according to claim 1,

wherein a plurality of pixels are arranged in the image
sensor in a matrix; and

the determinator determines a central time of an exposure
period for each line at a set interval, among the lines in
the image sensor, as the extraction timing.

4. The image stabilizing apparatus according to claim 1,

further comprising:

a subject position detector that detects a position of a
subject from an image captured by the image sensor,

wherein a plurality of pixels are arranged in the image
sensor in a matrix; and

for each subject detected by the subject position detector,
the determinator determines a central time of an expo-
sure period of a line including the subject as the
extraction timing for that subject.

5. The image stabilizing apparatus according to claim 1,

further comprising:

a smoothing circuit that carries out a smoothing process
on time series information of the position of the image
stabilizer output from the position detector,
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wherein the extractor extracts the position of the image
stabilizer at the extraction timing determined by the
determinator, from the smoothed time series informa-
tion of the position of the image stabilizer.

6. The image stabilizing apparatus according to claim 1,

wherein the image stabilizer is an image sensor.

7. The image stabilizing apparatus according to claim 1,

further comprising:

a second shake detector that detects shake;

a second image stabilizer that corrects the shake by
moving a position on the basis of the shake detected by
the second shake detector;

a second position detector that detects and outputs the
position of the second image stabilizer; and

a second extractor that extracts the position of the second
image stabilizer, from the output of the second position
detector, at the extraction timing determined by the
determinator.

8. The image stabilizing apparatus according to claim 7,

wherein the second image stabilizer is an image stabili-
zation lens.

9. The image stabilizing apparatus according to claim 7,

wherein the image stabilizing apparatus is provided in an
image capturing system constituted by a main body of
an image capturing apparatus and an interchangeable
lens;

the interchangeable lens includes the second shake detec-
tor, the second image stabilizer, the second position
detector, and the second extractor, and the main body of
the image capturing apparatus includes the image sen-
sor and the determinator; and

the apparatus further comprises communication circuits
one of which transmits the extraction timing deter-
mined by the determinator to the interchangeable lens,
and the other of which transmits the position of the
second image stabilizer extracted by the second extrac-
tor to the main body of the image capturing apparatus.

10. The image stabilizing apparatus according to claim 1,

wherein the image stabilizer is an image stabilization lens.

11. The image stabilizing apparatus according to claim 10,

wherein the image stabilizing apparatus is provided in an
image capturing system constituted by a main body of
an image capturing apparatus and an interchangeable
lens;

the interchangeable lens includes the shake detector, the
image stabilizer, the position detector, and the extrac-
tor, and the main body of the image capturing apparatus
includes the image sensor and the determinator; and

the apparatus further comprises communication circuits
one of which transmits the extraction timing deter-
mined by the determinator to the interchangeable lens,
and the other of which transmits the position of the
image stabilizer extracted by the extractor to the main
body of the image capturing apparatus.

12. The image stabilizing apparatus according to claim 1,

further comprising:

a third extractor that extracts the output of the shake
detector at the extraction timing determined by the
determinator.

13. The image stabilizing apparatus according to claim

12,

wherein the shake detector is formed on a different circuit

board from the determinator and the third extractor; and
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the apparatus further comprises a communication circuit
that transmits information of the shake detected by the
shake detector to the third extractor.

14. The image stabilizing apparatus according to claim

13,

wherein the communication circuit transmits the informa-
tion of the shake sequentially to the third extractor.

15. The image stabilizing apparatus according to claim

13,

wherein the communication circuit transmits the informa-
tion of the shake obtained in each predetermined period
to the third extractor all at once.

16. The image stabilizing apparatus according to claim 1,

wherein the image stabilizing apparatus is formed on the
same circuit board as the image sensor.

17. The image stabilizing apparatus according to claim 1,

further comprising:

a generator that generates a packet, containing a payload
and a header, the packet including pixel data of an
image captured by the image sensor in which a plurality
of pixels are arranged in a matrix, and information of
the position of the image stabilizer extracted by the
extractor; and

a transmitter that transmits the packet generated by the
generator.

18. The image stabilizing apparatus according to claim

17,

wherein the generator inserts the pixel data from each line
of'the image sensor into the payload of a corresponding
packet, and inserts the information of the position of the
image stabilizer extracted by the extractor in the expo-
sure period of that line into the header of the same
packet.

19. The image stabilizing apparatus according to claim

17,

wherein on the basis of the output of the position detector,
the generator finds a reference position of the image
stabilizer in each of frames and a difference between
the position of the image stabilizer and the reference
position, inserts the pixel data of each line in the image
sensor or information of the reference position into the
payload of each packet, and inserts information of the
difference into the header of the line corresponding to
the extraction timing at which the position of the image
stabilizer was extracted.

20. The image stabilizing apparatus according to claim

17,

wherein the generator inserts the pixel data of each line in
the image sensor or information of the position of the
image stabilizer into the payload of each packet, and
inserts, into the header of each packet, information
indicating which of the pixel data of each line in the
image sensor or the information of the position of the
image stabilizer is inserted into the payload.

21. The image stabilizing apparatus according to claim

17,

wherein the image sensor includes a dummy region that
does not output pixel data; and

the generator inserts information of the position of the
image stabilizer into the payload of a packet corre-
sponding to the dummy region, and inserts, into the
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header of that packet, information indicating that the

information of the position of the image stabilizer has

been inserted.

22. An image processing apparatus comprising:

a motion vector detector that detects a motion vector
indicating movement of a subject on the basis of an
image captured by an image sensor; and

an acquisition circuit that acquires the motion vector
detected by the motion vector detector and information
from an image stabilizing apparatus;

a moving amount detector that detects a movement
amount of the subject on the basis of the information
acquired by the acquisition circuit,

wherein the image stabilization apparatus comprising:

a shake detector that detects shake;

an image stabilizer that corrects the shake by moving a
position on the basis of the shake detected by the
shake detector;

a position detector that detects and outputs the position
of the image stabilizer;

a determinator that determines an extraction timing at
which to extract the position of the image stabilizer
on the basis of a timing at which an image sensor
which shoots an image is exposed; and

an extractor that extracts the position of the image
stabilizer, from the output of the position detector, at
the extraction timing determined by the determina-
tor, and

wherein the information includes a shake amount detected
by the shake detector and the position of the image
stabilizer extracted by the extractor.

23. A method of detecting a position of an image stabi-

lizer, the method comprising:

detecting shake;

correcting the shake by moving the position of the image
stabilizer on the basis of the detected shake;

detecting and outputting the position of the image stabi-
lizer;

determining an extraction timing at which to extract the
position of the image stabilizer on the basis of a timing
at which an image sensor which shoots an image is
exposed; and

extracting, from the detected position of the image stabi-
lizer, the position of the image stabilizer at the deter-
mined extraction timing.

24. A computer-readable storage medium storing a pro-

gram that,

in an image stabilizing apparatus including a shake detec-
tor that detects shake, an image stabilizer that corrects
the shake by moving a position on the basis of the shake
detected by the shake detector, and a position detector
that detects and outputs the position of the image
stabilizer,

causes a computer to function as:

a determinator that determines an extraction timing at
which to extract the position of the image stabilizer on
the basis of a timing at which an image sensor which
shoots an image is exposed; and

an extractor that extracts the position of the image stabi-
lizer, from the output of the position detector, at the
extraction timing determined by the determinator.
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